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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1 meeting #111, one agreement and a few working assumptions have been reached on the general aspects of AI/ML. The following agreement and working assumptions were extracted from the Chair’s note [1].

[bookmark: _Ref129681832]Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model



In this contribution, we continue the discussions of the topics and present our views on the following topics.
· General Framework
· Life Cycle Management
· [bookmark: _Hlk110330641]Potential Specification Impact
General framework
[bookmark: _Hlk118016053][bookmark: _Hlk118016153]For Agenda Item 9.2.1, the group has been deferring the discussion of high-level general AI/ML functional framework as it has taken a bottom-up approach which relies on the underlying LCM components to be defined before the discussion on the general framework can more forward (see FL proposals 3-4, 3-5, and 3-6 in of Meeting #110bis-e [2]). Given that we’re at the midpoint of the Rel-18 SI and some progresses of LCM have been made, in the FL’s summary of meeting #111 (notes for the next meeting), it was suggested to reopen the discussion on high-level AI/ML framework.
The bottom-up approach adopted by the group assumes that functional frameworks will be different for different model types and collaboration levels. For example,
· One-sided model (NW-side model and UE-side model) and two-sided model may have different functional frameworks.
· The differences in collaboration levels, say level y or level z, may also have an impact on the functional frameworks.
We don’t think it is an appropriate approach for this study, as it is prone to any changes, e.g., new use cases or enhancements, or enhanced protocol to support new use cases, that future releases may introduce.
In our view, a unified functional framework that captures high-level and logical functional blocks which do not need to exactly bind with the physical entities should be the right approach to adopt as one function can be realized at various physical entities or vice versa depending on vendor implementation. From this point of view, we don’t need to wait until LCM has made enough progress; we only need to figure out what functions we will need and express them in the functional framework. Based on this understanding, we have the following proposal.
Proposal 1: Take the functional framework in TR 38.817 (RAN3 Functional Framework) as the starting point and refine it based on RAN1 needs. It can be continuously refined based on RAN1 progress.
Life Cycle Management

Data Collection
In meeting 111, data collection has been discussed but it was not a focus of the meeting. There were no agreements or conclusions came out of the discussions as well. 
In meeting 110bis-e, the group concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. while each may be done with different requirements and potential specification impact. In addition, studying data collection from two directions has been proposed (see FL proposals 3-12a in [2]). One direction is that the network side collects data and assistance information from the UE side; while the other direction is that UE side collects data and assistance information from the network side. For either direction, the data and assistance information are transmitted over the air interface.
To enable the collection of data and assistance information, the two sides of the communications need to inform the other side of its capabilities. For example, if the UE side is to collect data from the network side, the following aspects need to be considered.
1) How to indicate the UE’s storage capacity to the network side, in a way that is consistent with its AI/ML feasibility and capability? 
2) How to reduce the size of data needs to be transmitted over the air interface?
[bookmark: _Hlk118403706]For question 1), one way to indicate this to the network side may be to categorize them into a few groups. For example, for Category x, the storage space is between m and n MB. Existing UE Capability report can be enhanced to server this purpose, but the details are to be further studied.
For question 2), some approaches can be used to, for example, quantize or compress the data to be transmitted. In some case, the other side needs to know necessary information of the compression if the other side needs to recover the original data.
Note these considerations also apply to the direction of the network side collecting data from the UE side. But due to the limited formfactors, computational power and power consumption (UE are battery-powered), the concerns are more on the UE side.
Proposal 2: When studying data collection from two directions, study the method of indicating the capabilities of one side to the other side, in a way that reflect its storage capacity. In addition, study the mechanisms of reducing the size of data needs to be transmitted over the air interface considering the balance between performance and the overhead.

Model ID, Functionality ID, and Model Registration
In Meeting #111, the group has agreed to study two types of LCM procedures, functionality-based procedure, and model-ID-based procedure (see the agreement above). That said, there would be two ways of identifying models, either by a model’s functionality or by a model’s ID. 
The same meeting also agreed on the working assumption of the terms “Model identification” and “Functionality identification”. However, both terms were defined as processes or methods. The “ID” itself has not been defined; in other words, they have been defined for their usage (a process/method), but not about what they are.
In this section, we will further define Model ID, Functionality ID and Model Registration.

Model Identification
Our view is that a model ID is a unique index/number that differentiates one model from other models within a network, in a way just like a phone number. 
To avoid the mandate of global uniqueness of the model IDs, which is a requirement difficult to achieve, the network boundary within which model ID is unique can be flexible. For example, it could be one carrier’s nation-wide network, a metropolitan network, or even smaller networks for smaller operators. Within the same network, a model ID can unambiguously identify an AI/ML model for the common understanding between the NW and the UE, achieving the goal of model identification.
Because model IDs very likely will be used by carriers and are related to the OA&M of the network, we think carriers should have the authority to assign, update and revoke model IDs for models operating in their networks (not the vendors). When multiple carriers operating in the same area and roaming among different carriers’ networks is available, measures need to be taken to avoid duplicate model IDs (the same ID in two or more different networks may or may not point to the same AI/ML model).
Each model ID should point to a list of information that describes the functions, features, and characteristics etc. of the models (called “Attribute List” hereafter). This mapping can be done within any entity that needs it, but it would be more natural if it can be done in the network (e.g., gNB, CN or other entities).
Once an ID is assigned to a model, the ID can be used for managing the model’s life cycle, e.g., training, delivery/transfer, inference, activation/deactivation, switching etc.
Regarding the relationship between model ID and UE capability, we think they can be defined independently but used in a cooperative way to achieve the goals of model identification and registration. Whenever necessary, the supported AI/ML models at the UE side can be made known to the network side by the UE sending UE capability reports carrying the IDs of supported models. The UE capability reports can also be used for other purposes, such as update (e.g., after changes have been made to the model) or revoke of a model (e.g., when a model is no longer supported by the UE). 
Proposal 3: A model ID is a unique index that differentiates one model from other models within a network. The model IDs may or may not be globally unique.
Observation 1: Carriers should have the authority to assign, update and revoke model IDs for models operating in their networks. 
Proposal 4: Each model ID should point to a list of information that describes the functionalities, associated features, and other characteristics etc. of the model. This list may be called “Attribute List”.
Proposal 5: Model ID and UE capability may not have direct relationship or dependency, except that model IDs may be carried in UE capability reports to inform the network about models that the UE supports.

Functionality Identification
In our view, model ID alone is enough to unambiguously identify a model. In each model’s attribute list, there can be one or more attributes describe its function(s). These functions can be identified by functionality IDs. Therefore, a functional ID is a unique index/number that differentiates one AI/ML-related function from other AI/ML-related functions within a network.
Like model IDs, functionality IDs will very likely be used by carriers and are related to the OA&M of the network, we think carriers should have the authority to define functionalities for models operating in their networks. When multiple carriers operating in the same area and roaming among different carriers’ networks is available, measures need to be taken to avoid misuse of functionality IDs (the same functionality ID in two or more different networks may or may not point to the same function).
A functionality ID can be structured into multiple fields to include layered information. For example, the top layer indicates whether the model is to be used by PHY and MAC, and the second top layer indicates which problem at the PHY or MAC it was designed to solve; for example, at PHY layer, whether it was designed to do CSI feedback or beam management. The number of fields can go as many as needed but it needs to be standardized to enable interoperability.
Each functionality ID should be mapped to an attribute list that describes its functions, features, and parameters etc. Like model ID, this mapping should also be done in the network (e.g., gNB, CN or other entities) as the carriers should have the authority of controlling the attributes (e.g., set, change or delete one or more attributes).
Once an ID is assigned to a function, LCM can be done by calling the functionality ID of the functionality-based LCM procedure, e.g., indication of activation/deactivation/switching/fallback based on individual AI/ML functionality. 
It is worth pointing out that, unlike model ID, functionality ID cannot be used to identify a model unambiguously. Therefore, multiple models with different model ID may share the same functionality ID, if their functions and attributes are the same.
There is no direct relationship between AI/ML functionality ID and UE capability. Whenever necessary, the supported AI/ML functionality at the UE side can be made known to the network side by the UE sending UE capability reports carrying the IDs of supported functionality. The UE capability reports can also be used for other purposes, such as removing a functionality it previously supported. 
Proposal 6: A functional ID is a unique index/number that differentiates one AI/ML-related function or model from other AI/ML-related functions or models within a network.
Observation 2: Carriers should have the authority to define functionalities for models operating in their networks. 
Proposal 7: A functionality ID can be structured into multiple fields to include hierarchical information.
Proposal 8: Each functionality ID should be mapped to an attribute list that describes its functions, features, and parameters etc.
Proposal 9: AI/ML functionality ID and UE capability may not have direct relationship or dependency, except that the supported AI/ML functionality can be made known to the network using the UE capability reports.

Model Registration
With the above discussions, it is easy to define model registration.
Model registration is a process wherein vendors make a newly developed model known to the network by registering it. The model is assigned a network-wide unique model ID as a result of the registration. 
Once a model is registered with the network, it can be uniquely identified and referenced throughout the network by its model ID. It can also be reference by its functionality ID, or combination of both, but the uniqueness is not guaranteed.
Note a complete registration process may also include the process of creating an attribute list of the model. This process can be done after the registration and the attribute list may include information such as the functionality ID of the model.
In previous discussions, some companies interpret model registration as a process wherein a UE makes the identity of a newly developed model and its model capabilities known to the network, i.e., UE indicating to the network that UE is capable of running model IDs x, y, and z while also registering them. In our view, when a UE introduces new models to the network, it can register them by using the approach defined above and obtain model IDs for these new models. After that, UE can inform the network about the models or AI/ML functionalities it supports by sending the network UE capability reports.
Proposal 10: Model registration is a process wherein vendors make a newly developed model known to the network by registering it. The model may be assigned a network-wide unique model ID as a result of the registration. The registration process may also populate the attribute list of the model, including the functionality of the model.

Model delivery/transfer
Model delivery/transfer has been discussed in Meeting #111 and resulted in the working assumption of “proprietary model” and “open-format model” (see Section 1 above). These two terms were defined to facilitate the discussion of model delivery/transfer.
Since there exist different opinions on the need of model delivery/transfer (to our understanding, “need” means whether the topic of model delivery/transfer should be discussed in RAN1), to prepare for Meeting #112, the FL encouraged companies to consider the following, 
· Proponents to bring discussions on why model delivery/transfer may be useful and their use cases
· Opponents to bring discussions on why model delivery/transfer is not needed
· In which scenarios model delivery/transfer may or may not be needed
Again, in this contribution, we consider “useful” and “need” in the regard of whether it needs, or is useful, to be discussed in RAN1. We examine this from the following aspects.
1. Firstly, model training and inference may be done in different entities. After training, a model may be transferred/delivered from one entity to another entity. This operation should be covered in RAN1 LCM discussion. 
2. Secondly, model transfer/delivery can be done in different ways. Generally speaking, there are two categories of solutions, CP-based or UP-based. In either category, it can be between different entities, for example, between gNB and UE, CN and UE, or a third-party (non-3GPP) server and UE. The signalling involved in each of these implementation options is different and has different level of spec impacts. When choosing a solution for model transfer/delivery, there are multiple factors to consider. For example, whether there exist mechanisms that can be re-used or enhanced, the size of the models, the signalling used and associated control overhead, the transmission delay, the entity hosts and manages the models etc. Although most of these aspects need to be addressed in RAN2 or even SA, some of these aspects, such as the signalling and control overhead, may need to be discussed in RAN1 first then pass the information/requirements to RAN2. Therefore, we think it is helpful to discuss model transfer/delivery in RAN1.
Proposal 11: RAN1 to identify and study the aspects of model transfer/delivery pertinent to RAN1. 

Two-sided model training
In meeting 111, discussions on this topic were closed after first round of email discussion, without any agreements and conclusions. In this contribution, we would like to continue the discussion on two-sided model training.
In meeting 110bis-e, the discussions on different types of two-sided model training have not reached agreement. Based on the collaborations between the two sides involved in the training, there are three different types.
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. 
· Type 2: Joint training of the two-sided model at network side and UE side, respectively. 
· Type 3: Separate training at network side and UE side, where the UE-side part and the network-side part are trained by UE side and network side, respectively.
With Type 1, the two-sided model is trained with some agreed-upon/identified dataset, then one of the two models is delivered to the other side for inference. In our view, it is less complicated than the other two types as it involves fewer information exchanges even though the size may be big, depending on the model design. The drawback of this approach is that model details are not protected from one side to the other side. In addition, there is a need to transfer/deliver the trained model from one side to the other side, which involves extra overhead, in particular, if the CP-based model transfer/delivery approach is used.
With Type 2, the two sides need to be trained using the same dataset as they need to share the forward propagation and backward propagation information along with gradient information during the entire training process. Type 2 is the most complicated one considering signaling and dataset/model delivery between the two sides. Depending on the complexity of the models and the design of the training procedure, this could mean lots of overhead. The benefit could be that one side does not need to share the proprietary model information to the other side but only the intermediate training information. 
With Type 3, each side trains its own model in a sequential way. The models are still trained with the same datasets; one side trains it first then transmits the dataset and interim results together with other assistance information, if any, to the other side for training. The benefit is one side does not need to know the model of the other side; for example, the NW can just share the training data with different UEs for training. The expectation is, by so doing, the NW can adapt to different UEs with the training using the same dataset. This way, the UE side model can be designed and optimized in a device-specific manner. However, since potentially there may be large amount of vendors and UE capability combinations (assuming different UE capabilities may need different AI/ML model architectures), we are not sure whether this approach will work well in a large scale.
As we can see from the analysis above, each type of training has its pros and cons and implies different level of overhead and spec impact. 
Proposal 12: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts.

Also, in meeting 110bis-e, the following proposal didn’t reach consensus (FL proposal 3-23 in [2]).
· Training of two-sided models may be performed in the network or at proprietary server(s).
· UE-side part of the two-sided model trained in the network may be delivered to UEs.
· NW-side and UE-side parts of the two-sided model trained at proprietary server(s) may be delivered to the network and UEs, respectively.
Companies have different opinions on many aspects. For example,
· Whether this is to preclude other types of two-sided training.
· Whether training at the proprietary server should be the default solution.
· Whether this topic should be discussed in CSI related use cases (e.g., 9.2.2.2)
Our view is that this is just one specific case of Type 1 of the three two-sided training types so it should not preclude other two-sided training types. Even if training at proprietary server(s) is desirable for some situations, we should not assume this is the ONLY type to be supported.  In addition, we believe that the training of two-sided models to be performed in the network should be the baseline/default solution from use case study perspective. It is therefore important that the network provides the capability of doing the two-sided training.
Proposal 13: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.

UE capability
In meeting 111, the discussion on UE capability was briefly discussed but closed after companies realized that it is linked to model ID and model registration, which have not been made clear to companies. Given that we have reached working assumptions of Model Identification and Functionality Identification, and the discussion of them is close related to UE capability, we think it is time to resume the discussion of UE capability.
Going back to meeting 110bis-e, many companies proposed items to be studied for UE capability. In the FL’s summary in [2], there are three proposals related to UE capability, as listed below. 
Proposal 3-57: Study framework for defining and reporting UE capability for model inference.
Proposal 3-58: Study whether and how the following LCM-related procedures should be captured into UE capability.
· Data collection, pre-/post-processing
· Dataset delivery
· Model training
· Model switching
· Model monitoring
· Model update
Proposal 3-59: Study UE capability for concurrency of multiple AI/ML model inferences and concurrency of AI/ML model and non-AI/ML algorithm, including mechanisms for UE to report compute resource status and latency.
If we look into the capabilities companies proposed, we can see these capabilities belong to two categories. 
· The first category relates to the physical/hard aspects of a UE, for example, size of the storage space and computational power. 
· The second category relates to the functional/soft aspects of the UE (i.e., what functions can a UE perform), for example, data collection, model training etc. 
For physical capabilities, we can use the same/similar criteria as the agreed-upon measurement of complexity of an AI/ML model. For example, 
· Computational power: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Storage space
· Training/inference latency
Note status of some of the resources will vary over time as the situation changes. For example, the storage space will expand or shrink based on the usage.
For functional capabilities, a UE simply checks whatever functions it can perform, such as, data collection, model training/inference etc. 
Proposal 14: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 15: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities, including pre- and post-processing. 
Potential Specification Impact Assessment
Interoperability and testability aspects
In meeting #111, there were not much discussion on the interoperability and testability aspects. However, we think this is an important topic.
In meeting #110bis-e, the interoperability and testability have been discussed and summarized as below (see FL recommendation 3-73c).
· Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.
We believe interoperability is a requirement by default, in particular, when we talk about two-sided models. Although some companies claimed that two-sided models have no interoperability issues, we think it is necessary to capture it with more realistic assumptions. That is, what are the assumptions for the AI/ML based approach? For example, when discussing model switching, how many models do we assume the network side and UE side may have? 
Proposal 16: Study common assumptions, topics, and guidelines for the discussion of interoperability.
Note: this may be use case dependent. 
[bookmark: _Hlk99709641]Conclusions
In this contribution, we continue to present our views on general framework, life cycle management and potential specification impact. Based on the discussions in the previous sections, our proposals are as follows.  
Proposal 1: Take the functional framework in TR 38.817 (RAN3 Functional Framework) as the starting point and refine it based on RAN1 needs. It can be continuously refined based on RAN1 progress.
Proposal 2: When studying data collection from two directions, study the method of indicating the capabilities of one side to the other side, in a way that reflect its storage capacity. In addition, study the mechanisms of reducing the size of data needs to be transmitted over the air interface considering the balance between performance and the overhead.
Proposal 3: A model ID is a unique index that differentiates one model from other models within a network. The model IDs may or may not be globally unique.
Observation 1: Carriers should have the authority to assign, update and revoke model IDs for models operating in their networks. 
Proposal 4: Each model ID should point to a list of information that describes the functionalities, associated features, and other characteristics etc. of the model. This list may be called “Attribute List”.
Proposal 5: Model ID and UE capability may not have direct relationship or dependency, except that model IDs may be carried in UE capability reports to inform the network about models that the UE supports.
Proposal 6: A functional ID is a unique index/number that differentiates one AI/ML-related function or model from other AI/ML-related functions or models within a network.
Observation 2: Carriers should have the authority to define functionalities for models operating in their networks. 
Proposal 7: A functionality ID can be structured into multiple fields to include hierarchical information.
Proposal 8: Each functionality ID should be mapped to an attribute list that describes its functions, features, and parameters etc.
Proposal 9: AI/ML functionality ID and UE capability may not have direct relationship or dependency, except that the supported AI/ML functionality can be made known to the network using the UE capability reports.
Proposal 10: Model registration is a process wherein vendors make a newly developed model known to the network by registering it. The model may be assigned a network-wide unique model ID as a result of the registration. The registration process may also populate the attribute list of the model, including the functionality of the model.
Proposal 11: RAN1 to identify and study the aspects of model transfer/delivery pertinent to RAN1.
Proposal 12: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts.
Proposal 13: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.
Proposal 14: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 15: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities, including pre- and post-processing. 
Proposal 16: Study common assumptions, topics, and guidelines for the discussion of interoperability.
Note: this may be use case dependent. 
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