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1. Introduction
This document is to summarize the discussion of LS reply in R1-2210805 (R2-2210936) on SL LBT failure indication and consistent SL LBT failure.

2. Discussion 
[bookmark: _Ref86776111]RAN2 has sent the following LS regarding the SL LBT failure indication and consistent SL LBT failure:
	1	Overall description
In RAN2 #119bis-e, RAN2 discussed consistent SL LBT failure detection and recovery procedure for SL-U and made the following agreements: 
Agreement on consistent LBT failure:
1: 	SL-specific LBT failure indication from PHY is needed for SL-specific consistent LBT failure detection in the MAC. How/whether it is used for other purposes can be further discussed.
2:	Support SL-specific consistent LBT failure detection and recovery procedure in the MAC for SL-U. Details of recovery to be further worked on granularity of (consistent) LBT failure.
3:	Send LS to RAN1 asking “When an SL-specific LBT failure indication is notified for an SL transmission by the PHY, in which resource granularity the SL-specific LBT failure can be considered as being detected (e.g. per Resource Pool, per RB set, per SL BWP, etc.)?
	- Detailed wording can be discussed during the email discussion. Some background information (e.g. why/what we (actually) ask) can be also provided.
4:	As the general principle, reuse the consistent LBT failure detection procedure in NR-U as the baseline for SL-specific consistent LBT failure detection in SL-U.
5:	As in NR-U, introduce the following parameters and variables for the SL-specific consistent LBT failure detection in SL-U as the baseline:
	- An SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER);
	- An SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount);
	- An SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer).
6:	Reuse the following MAC behaviors on TIMER/COUNTER handling in NR-U for SL-specific consistent LBT failure detection procedure in SL-U as the baseline:
	- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one.
	- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, start or restart the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer)
	- As in NR-U, if the SL-specific LBT failure indication counter value is equal to or larger than the SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount), consistent LBT failure is triggered/declared by the MAC entity.
	- As in NR-U, if the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) expires, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
	- As in NR-U, if the maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount) or SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) is reconfigured, SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
7:	Support the mechanism that a mode-1 UE can indicate the SL-specific consistent LBT failure to the gNB. FFS on a mode-2 UE in RRC_CONNECTED.
To support consistent SL LBT failure detection procedure in SL-U, RAN2 agreed to reuse the consistent LBT failure detection procedure in NR-U as the baseline. RAN2 found that for SL-U, how consistent SL LBT failure detection should be performed depends on in which granularity an SL LBT failure instance is indicated to MAC, when the SL LBT failure is notified by PHY.  
For example, in NR-U when LBT failure is notified due to an intended UL transmission by PHY, MAC considers the LBT failure as an LBT failure instance indicated for the UL BWP where the LBT failure has happened, so that “Consistent LBT failure is detected per UL BWP by counting LBT failure indications, for all UL transmissions, from the lower layers to the MAC entity” as specified in TS 38.321.  By contrast, for SL-U RAN1 has already agreed to support only one SL BWP on a SL-U carrier (as in legacy R16/17 NR SL), which is essentially different from NR-U from resource configuration perspective. Thus, it is unclear to RAN2, when SL LBT failure is notified by PHY due to an intended SL transmission, whether the SL LBT failure can still be considered as an LBT failure instance indicated for the SL BWP where the SL LBT failure has happened, or alternatively it needs to be considered as an SL LBT failure instance indicated in other resource granularity (e.g. indicated for an SL resource pool, for an SL RB set, etc). This will affect RAN2’s decision on whether consistent SL LBT failure detection can be (or needs to be) performed in other granularity (e.g. per resource pool, per RB set, etc.) than the per BWP manner as in NR-U.
Therefore, RAN2 respectfully request RAN1 to provide the guideline on the following question related to the SL LBT failure indication. 
· Question: When SL LBT failure is notified by PHY due to an intended SL transmission, what is the granularity in which MAC can consider that the SL LBT failure has been detected (e.g. whether MAC can consider that the SL LBT failure has been detected per SL BWP, per SL resource pool, per RB set, etc.).  
2	Actions
To RAN1 
ACTION: 	RAN2 respectfully request RAN1 to provide the feedback on the above Question regarding the granularity of SL LBT failure indication.




After discussing with the contact person of the RAN2 LS, the moderator’s understanding is that RAN2 understand that the PHY layer can notify the MAC layer with LBT failure indication for each SL transmission, and RAN2 would like to know the granularity (i.e., per SL BWP, per SL resource pool, per RB set, etc.) of this LBT failure indication of each SL transmission that the PHY layer can identify and report. 

2.1. Round 1 discussion
RAN1 has already agreed that in SL-U, a SL BWP can be (pre-)configured to include one or multiple resource pools, and one resource pool can be (pre-)configured to include an integer number of RB sets. Therefore, when a SL LBT failure is notified for a SL PSCCH/PSSCH transmission, it is feasible to indicate on which SL BWP and SL resource pool, as well as the RB sets (pre-)configured to the resource pool, the failure has been detected.
Further, RAN1 has also agreed that for dynamic channel access mode with multi-channel case in SL-U, NR-U UL channel access procedure is considered as baseline for transmission on multiple channels. According to the TS 37.213 specification (cited below) for UL transmission, when the UE intends to transmit on a set of channels, the UE performs channel access procedure for each of the channels separately before transmission, and detects the LBT failure for the transmission if LBT fails on any of the channel. Therefore, for a SL LBT failure, from technical perspective, the UE can indicate on which RB set(s) the failure has been detected.
	If a UE 
-	is scheduled to transmit on a set of channels , and if the UL transmissions are scheduled to start transmissions at the same time on all channels in the set of channels , or
-	intends to perform an uplink transmission on configured resources on the set of channels , and if UL transmissions are configured to start transmissions at the same time on all channels in the set of channels , 
the following is applicable: 
-	if Type 1 channel access procedure is indicated or intended for the scheduled or configured UL transmissions, respectively, to be transmitted on the set of channels ,
-	the UE may transmit on channel  using Type 2 channel access procedure as described in clause 4.2.1.2,
-	if the channel frequencies of the set of channels  is a subset of the sets of channel frequencies defined in clause 5.7.4 in [2], and 
-	if Type 2 channel access procedure is performed on channel immediately before the UE transmission on channel , , and
-	if the UE has accessed channel  using Type 1 channel access procedure as described in clause 4.2.1.1, 
-	where channel  is selected by the UE uniformly randomly from the set of channels  before performing Type 1 channel access procedure on any channel in the set of channels .
-	the UE may transmit on channel  using Type 1 channel access procedure as described in clause 4.2.1.1
-	the UE may not transmit on channel  within the bandwidth of a carrier, if the UE fails to access any of the channels, of the carrier bandwidth, on which the UE is scheduled or configured with UL resources.
-	the UE may not transmit on a channel within the bandwidth of a carrier if the UE is configured without intra-cell guard band(s) on an UL bandwidth part as described in clause 7 of [8], and the UE fails to access any of the channels of the UL bandwidth part.


Based on the contributions submitted in this meeting [2 - 15], the moderator does not see any technical analysis to demonstrate that on which granularity the LBR failure indication is not possible. 
Regarding the PSFCH and S-SSB, although RAN1 has not agreed on the channel access procedure for dynamic channel access mode with multi-channel case in SL-U, from the LBT failure detection perspective, the moderator believe there is no technical difference between the PSCCH/PSSCH and PSFCH/S-SSB.
Given that the feature of consistent SL LBT failure detection and recovery is designed by RAN2, RAN1 does not need to make any decision of the granularity of SL LBT failure indication. The moderator proposes to leave the decision to RAN2.
Moderator Proposal 1-1: When a SL LBT failure is notified by PHY for a SL PSCCH/PSSCH/PSFCH transmission, it is feasible to indicate on which SL BWP, which SL resource pool and which the RB set(s) the failure has been detected. 
Moderator Proposal 1-2: When a SL LBT failure is notified by PHY for a SL S-SSB transmission, it is feasible to indicate on which SL BWP and which the RB sets the failure has been detected. 
Moderator Proposal 1-3: It is up to RAN2 to determine the granularity of SL LBT failure indication. 

Q1: Do you agree with the Moderator Proposal 1-1 and 1-2 above?
	Company
	Yes or no
	Comment

	QC
	Yes
	We are fine with 1-1, 1-2, and 1-3

	LGE
	Yes with comments
	Regarding the question on LS from RAN2, it seems that RAN1 need to determine the granularity rather than informing the feasibility. 
Considering that different resource pools may be overlapping in some RB set(s), indicating LBT failure per resource pool would cause redundant reporting. Since the RB set structure will be common for all the resource pool, it would be much simpler to indicate the LBT failure per RB set. Moreover, with the LBT failure indication per RB set, the UE can deprioritize to use the resources within the corresponding RB set(s) for its own transmission. 
As we know, since there is a single SL BWP, indicating LBT failure per SL BWP seems not helpful for subsequent procedure. 

Regarding the S-SSB, even though S-SSB is transmitted on a single RB set, the result of LBT failure indication for the RB set would be helpful for other SL transmissions. Moreover, since the S-SSB is independent on any resource pool, RB set could be a good approach to have the common granularity for all the SL channels. 

	CATT/GH
	Yes with comments
	Considering that only one SL BWP is (pre-)configured within a carrier for SL-U, we suggest removing ‘SL BWP’ from proposal 1-1 and proposal 1-2. 
We can accept to leave the determination of the granularity of SL LBT failure indication to RAN2, since LBT failure related procedures are specified in MAC layer in NR-U.

	xiaomi
	Yes
	We are fine with the above proposal.

	Spreadtrum
	Yes
	We support the three proposals. 
How to define the granularity should be up to RAN 2. When LBT failure occurs, PHY layer can report LBT failure. If RAN 2 needs additional information about BWP/resource pool/RB set, PHY layer can also report it.

	Intel
	Yes
	· Proposal 1-1: We are OK with the proposal
· Proposal 1-2: We are OK with the proposal
· Proposal 1-3: We are OK to leave the granularity of the SL LBT failure up to RAN2

	Ericsson
	Yes, with comments
	We are OK with the direction of the proposals. However, we propose some modifications to them:
For Proposal 1 and 2, since SL-U only considers one SL BWP, we propose to reword the proposal in order to avoid any misunderstanding:
Moderator Proposal 1-1: When a SL LBT failure is notified by PHY for a SL PSCCH/PSSCH/PSFCH transmission, it is feasible to indicate on which the SL BWP, which SL resource pool and which the RB set(s) the failure has been detected. 
Moderator Proposal 1-2: When a SL LBT failure is notified by PHY for a SL S-SSB transmission, it is feasible to indicate on which the SL BWP and which the RB sets the failure has been detected. 

	ZTE, Sanechips
	Comments
	Firstly, we think ‘SL BWP’ should be removed from proposal 1-1 and proposal 1-2 
Secondly, for proposal 1-1, SL PSCCH/PSSCH/PSFCH transmission can be on one or more RB sets in a resource pool, and the next transmission can be in different RB set(s) to previous transmission. And LBT should be done before every SL transmission following NR-U UL channel access procedure, i.e. if LBT failure is detected on any RB set for this transmission, UE should will fail to transmit on all of these RB sets. Based on this, we slightly prefer to report SL LBT failure per resource pool rather than per RB set. 
Besides, about the determination of the granularity, we think it is better to make a decision by RAN1 in this meeting.

	Huawei, HiSilicon
	comments
	We share companies views that RAN1 only needs to inform RAN2 about the feasibility of granularity for reporting LBT failure, which granularity is used should be decided by RAN2. On which granularity of reporting the LBT failure is feasible, we think either per SL BWP, or per RP or per RB set is feasible from RAN1 perspective. Thus, to interpret this point clearer, we suggest to have followed wording changes on the proposals, otherwise, it seems UE needs to report all the three granularities:
Moderator Proposal 1-1: When a SL LBT failure is notified by PHY for a SL PSCCH/PSSCH/PSFCH transmission, it is feasible to indicate on which SL BWP, or which SL resource pool and or which the RB set(s) the failure has been detected. 
Moderator Proposal 1-2: When a SL LBT failure is notified by PHY for a SL S-SSB transmission, it is feasible to indicate on which SL BWP and or which the RB sets the failure has been detected. 
We also have a clarification question about second proposal, whether the LBT failure of S-SSB is needed to be reported or not. Since the location of legacy S-SSB is (pre-)configured with absolute location outside of the SL RP and would not be changed dynamically. Thus, when the LBT failure of S-SSB is reported to higher layer, but the location of S-SSB will not be changed, is there a strong motivation to report the LBT failure of S-SSB?

	Transsion
	Yes
	We are fine with proposal 1-1, 1-2, 1-3

	OPPO
	Comment
	Firstly, we agree some companies comment that SL BWP should be removed since only one SL BWP is used.
Secondly, it is preferred to make decision at RAN1, instead of RAN2. 
Thirdly, we slightly prefer SL RP as LBT failure granularity. 

	Sharp
	Yes
	We are fine with the three moderator proposals.

	MediaTek
	Yes with comment
	For proposal 1-1, 1-2, we also think SL BWP should be removed as some other companies point out, and we are OK for the wording changes from HW to make the interpretation clearer.
For proposal 1-3, we are OK with it.



The moderator also observes some proposal/discussions on whether RAN1 should define/count the consistent LBT failure/recovery for S-SSB, or whether/how to define the consistent LBT failure/recovery for groupcast and broadcast. Given that the feature of consistent SL LBT failure detection and recovery is designed by RAN2, the moderator’s suggestion is to leave these discussions and decisions to RAN2.
Q2: Is there any other issues should be sent to RAN2?
	Company
	Comment

	LGE
	Regarding the question on LS from RAN2, it seems that RAN1 need to determine the granularity rather than informing the feasibility. 
RAN1 need to decide the granularity and to inform the discussion result to RAN2. 

	
	

	
	

	
	

	
	

	
	




2.2. Round 2 discussion
Based on the companies’ inputs, the moderator observes that all the companies in principle agree with the proposal 1-1 and 1-2, with some minor comments. Then, these proposals are slightly revised according to the comments as below:
Moderator Proposal 2-1: When a SL LBT failure is notified by PHY for a SL PSCCH/PSSCH/PSFCH transmission, it is feasible to indicate in the on which SL BWP, on which SL resource pool or and which RB set(s) the failure has been detected. 
Moderator Proposal 2-2: When a SL LBT failure is notified by PHY for a SL S-SSB transmission, it is feasible to indicate in the on which SL BWP on and which RB sets the failure has been detected. 
Q3: Do you have any strong concerns or objections to the above proposals?
	Company
	Comment

	
	

	
	

	
	

	
	

	
	

	
	



Regarding the proposal 1-3, several companies prefer that instead of informing the feasibility, RAN1 should make the decision of granularity and inform RAN2. In the moderator’s view this is highly related to how the consistent LBT failure recovery is designed. Given that the feature is introduced and designed by RAN2, it seems not reasonable to design the recovery mechanism in RAN1. Noted that in the LS, RAN2 clearly state that this is the RAN2’s decision:
	Thus, it is unclear to RAN2, when SL LBT failure is notified by PHY due to an intended SL transmission, whether the SL LBT failure can still be considered as an LBT failure instance indicated for the SL BWP where the SL LBT failure has happened, or alternatively it needs to be considered as an SL LBT failure instance indicated in other resource granularity (e.g. indicated for an SL resource pool, for an SL RB set, etc). This will affect RAN2’s decision on whether consistent SL LBT failure detection can be (or needs to be) performed in other granularity (e.g. per resource pool, per RB set, etc.) than the per BWP manner as in NR-U.


On the other hand, if RAN1 can provide the guideline or recommendation on the granularity of LBT failure indication, it would help RAN2 to make better progress and avoid potential interaction between WGs on this topic. Thus, the moderator tried one step forward to see if it is possible to make further progress.
Based on the contributions submitted in this meeting, it seems that at least for PSCCH/PSSCH 9 companies prefer per resource pool indication, while 4 companies prefer per RB set(s) indication. Regarding the S-SSB, it seems per RB set(s) indication is the only option, while some companies question on the necessity of reporting LBT failure for S-SSB. In the moderator’s view, such reporting may still be useful, for example, to help the resource selection of other channels. Thus, the simplest way is to always report in the RB set(s) granularity:
Alt-1:
Moderator Proposal 2-4: For consistent LBT failure indication, the PHY layer reports to the MAC layer on which RB set(s)the LBT failure has been detected. 
Alternatively, the following proposals are the compromises based on the major’s preferences (i.e., per resource pool for PSCCH/PSSCH/PSFCH).
Alt-2:
Moderator Proposal 2-5: For a PSCCH/PSSCH/PSFCH transmission, the PHY layer reports to the MAC layer on which SL resource pool the LBT failure has been detected. For a S-SSB transmission, the PHY layer reports to the MAC layer on which RB set(s) the LBT failure has been detected. 
Noted that if RAN1 cannot agree on either way, the consequence would be no RAN1 guideline or recommendation. Then, the decision is left to RAN2 (i.e., proposal 1-3).
Q4: Please provide your views on the above Proposal 2-4 and 2-5.
	Company
	Alt-1 (acceptable or not)
	Alt-2 (acceptable or not)
	Comment

	LGE
	Yes
	No
	RB set granularity is common for all the SL channel/signal type. 
For Alt 2, we think that PHY layer report LBT failure per RB set, it would be possible that RAN2 decide LBT failure handling per RP since the MAC layer would also know a RP consists of which RB sets. 

	DCM
	Yes
	No
	Per RB set would be better for all SL channel/signal. Why per RP is the most reasonable is unclear for us.

	Apple
	No
	Yes
	We are OK for RAN2 to decide. The granularity related to recovery procedure. In NR-U, this report is per UL-BWP, although sensing is per RB sets.  

	CATT/GH
	No
	Yes
	If RAN1 guideline is required, we support proposal 2-5.
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]In NR-U, if MAC has received a LBT failure indication from PHY layer, MAC entity shall increment LBT_COUNTER by 1. When LBT_COUNTER is larger than a threshold, BWP switching is triggered. It can be observed that the granularity of LBT failure indication from PHY layer is the same as the granularity that recovery is triggered in MAC layer. 
Therefore, for PSCCH/PSSCH/ PSFCH transmission which is performed within a resource pool, the granularity LBT failure indication should be resource pool. That is, if MAC has received a LBT failure indication from PHY layer, MAC entity shall increment LBT_COUNTER by 1. When LBT_COUNTER is larger than a threshold, resource pool switching is triggered by selecting another (pre-)configured transmission pool. 
For S-SSB transmission, the granularity of LBT failure indication can be RB set (s), since the transmission is not related to any resource pool.
If there is no consensus on Alt-1 and Alt-2, we can also accept to leave the decision to RAN2, i.e., go with proposal 1-3.

	Huawei, HiSilicon
	No
	Yes
	We prefer let RAN2 make the decision, and RAN1 only needs to inform them the feasibility of granularity.
As per these two alternatives, we think report LBT failure for PSSCH/PSCCH/PSFCH per resource pool is more reasonable. There are multiple RPs configured in SL, and transmission is per RP basis. If one RP is reported as LBT failure, a UE can switch to another RP.

	Transsion
	No
	Yes with comments
	According to the definition of LBT failure indication for NR-U in 38.321 5.21, the LBT failure indication is related to whether a transmission was successfully preformed.
[bookmark: _Hlk19108061]“When lower layer performs an LBT procedure before a transmission and the transmission is not performed, an LBT failure indication is sent to the MAC entity from lower layers.”
Considering that the SL UE can only transmit one PSCCH/PSSCH at a time in a resource pool, only one LBT failure indication can be generated at a time. Even in the case of multiple RB sets, only one LBT failure indication can be generated at a time because the PSCCH/PSSCH transmission supports an "all-or-nothing" type of LBT scheme. Therefore, reporting  LBT failure indication per resource pool for PSCCH/PSSCH transmission is sufficient and reasonable.
However, the DL multi-channel access procedure in NR-U is considered as baseline for PSFCH transmission in the case of multi-RB sets. That means PSFCH transmission is based on the the LBT results for an RB set. Therefore, it is reasonable to report LBT failure indication per RB sets for PSFCH transmission.
Based on the above analysis, we suggest to modify the proposal 2-5:
Moderator Proposal 2-5: For a PSCCH/PSSCH/PSFCH transmission, the PHY layer reports to the MAC layer on which SL resource pool the LBT failure has been detected. For a S-SSB/PSFCH transmission, the PHY layer reports to the MAC layer on which RB set(s) the LBT failure has been detected.  


	xiaomi
	No
	Yes
	Given the current situation, we prefer to let RAN2 to make the decision. 
If RAN1 decision is needed, Alt 2 is preferred as the compromised solution.
 The granularity of SL LBT failure notified by PHY shall be for the intended sidelink transmission, and there may include multiple sidelink transmissions in the resource pools. UE can switch a resource pool when consistent LBT failure occurs, so the granularity of SL resource pool is preferred.

	Spreadtrum
	No
	Yes
	We prefer to let RAN2 to make the decision about the granularity.
In SL, resource (re)- selection is within the whole resource pool. If consistent LBT failure occurs, it’s reasonable to change resource pool other than RB set. So, we prefer Alt 2.

	OPPO
	No
	Comments
	We are OK for S-SSB to report per RB set, and PSCCH/PSSCH to report per resource pool. While for PSFCH, we also prefer to report per RB set, since we have agreed to use NR-U DL multi-channel access procedure. It is possible that the LBT for candidate PSFCH transmission on some RB set is successful, while not for other RB sets. In this case, how to report LBT failure per resource pool for PSFCH? It is reasonable to report LBT failure per RB set so that MAC layer can know the channel access status for PSFCH more accurate. 




2.3. Summary 
The revised proposal 2-1 and 2-2 are agreeable to the group. 
[bookmark: _GoBack]Regarding the RAN1’s recommendation for the granularity of LBT failure indication, based on the comments provided in the summary, there are 2 companies prefer Alt-1, 6 companies prefer Alt-2, 2 companies prefer a modified Alt-2 (i.e., per RB set(s) for PSFCH instead of per resource pool). On the other way around, 8 companies cannot accept Alt-2 while 2 companies cannot accept Alt-1. 
The moderator also has some F2F discussion and receives some comments from companies. Unfortunately, the views are still split.  

3. Conclusion
During the offline discussion, the following proposals are agreeable to the group.
Moderator Proposal 2-1: When a SL LBT failure is notified by PHY for a SL PSCCH/PSSCH/PSFCH transmission, it is feasible to indicate in the SL BWP, on which SL resource pool or which RB set(s) the failure has been detected. 
Moderator Proposal 2-2: When a SL LBT failure is notified by PHY for a SL S-SSB transmission, it is feasible to indicate in the SL BWP on which RB sets the failure has been detected. 

Regarding the granularity of LBT failure indication, RAN1 cannot achieve a consensus on a guideline or recommendation for the granularity of LBT failure indication. Thus, the decision is left to RAN2. 
Moderator Proposal 1-3: It is up to RAN2 to determine the granularity of SL LBT failure indication. 

A draft LS based on the current situation is provided in R1-2212828.
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