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1 Introduction
Rel-18 study item on AI/ML for NR air interface has been agreed in RAN#94-e-Meeting [1]. Specifically, beam management was agreed as an initial use case. Among the objectives, the scope of this SI mainly includes finalizing representative sub use cases in the agreed use case and assessing potential specification impact for the agreed sub use cases.
[bookmark: OLE_LINK39][bookmark: OLE_LINK40]In RAN1#109-e-Meeting [2], BM-Case1 (spatial-domain beam prediction) and BM-Case2 (time-domain beam prediction) have been agreed as representative sub use cases. In this contribution, we provided our views on the details of BM-Case1 and BM-Case2, and potential specification impacts.
2 [bookmark: OLE_LINK103][bookmark: OLE_LINK104][bookmark: OLE_LINK64][bookmark: OLE_LINK65]Discussion on details of representative sub use cases
In this section, some suggestions on the input and output of BM-Case1 and BM-Case2 are provided.
2.1 Input of BM-Case1 and BM-Case2
For AI/ML input of BM-Case1 and BM-Case2, the following conclusions were reached in RAN1#109-e [3].
	Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· [bookmark: OLE_LINK168][bookmark: OLE_LINK169]Alt.1: Only L1-RSRP measurement based on Set B
· [bookmark: OLE_LINK153][bookmark: OLE_LINK154][bookmark: OLE_LINK155]Alt.2: L1-RSRP measurement based on Set B and assistance information
· [bookmark: OLE_LINK156][bookmark: OLE_LINK159]FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.



Alt.2: L1-RSRP measurement based on Set B and assistance information
[bookmark: OLE_LINK170][bookmark: OLE_LINK171]From the evaluation results provided some companies, when Set B is fixed across training and inference, only L1-RSRP measurements based on Set B may be enough as AI/ML input. But when Set B is variable (or random beam pattern), the performance (e.g., beam prediction accuracy) of only using L1-RSRP measurements based on Set B as AI/ML input will deteriorate. In this case, it is necessary to introduce additional assistance information, such as Tx/Rx-beam ID and Tx/Rx-beam angle.
[bookmark: OLE_LINK172][bookmark: OLE_LINK173]Compared with the Tx/Rx-beam ID as AI/ML input, the evaluation results provided some companies show that the Tx/Rx-beam angle can bring higher model inference performance and generalization. Especially for generalization, for example, the trained AI/ML model is usually based on (or coupled with) a particular and designed UE with a specific beam configuration (e.g., number of beams, beam angle). But actually, different UEs have different beam configurations. Accordingly, the beam ID(s) in model inference are difficult to align with the beam ID(s) in model training, which will increase the difficulty and complexity of model inference. In other words, the generalization of the AI/ML model with Tx/Rx-beam ID as AI/ML input is dubious and may be impracticable. However, Tx/Rx-beam angle as AI/ML input can avoid the misalign between beam ID(s) in model inference and beam ID(s) in model training. Therefore, in order to improve the generalization of the AI/ML model, we should study at least the angle information at UE side (e.g., Rx-beam angle, UE’s angle related to a reference location) as an assistance information that is used as one of AI/ML input.
Furthermore, considering proprietary/privacy of angle information at UE side, we can further study the method of not directly exposing the angle information. For instance, the angle information can be converted or mapped into another space or dimension (e.g., L1-RSRP measurement).
[bookmark: OLE_LINK187][bookmark: OLE_LINK188]Proposal 1: Support Alt.2: L1-RSRP measurement based on Set B and assistance information (e.g., Rx-beam angle, UE’s angle related to a reference location).
2.2 [bookmark: OLE_LINK147][bookmark: OLE_LINK148][bookmark: OLE_LINK207][bookmark: OLE_LINK208][bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK26]Output of BM-Case1 and BM-Case2
[bookmark: OLE_LINK53][bookmark: OLE_LINK54]For AI/ML output of BM-Case1 and BM-Case2, the following agreement was reached in RAN1#110 [3].
	[bookmark: OLE_LINK51][bookmark: OLE_LINK52]Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output



How to select the N DL Tx and/or Rx beams
According to the contributions on evaluations provided some companies in RAN1#109-e-Meeting and RAN1#110, the AI/ML approaches for BM-Case1/2 can divided into the following 2 types:
· Classification: use Set B to predict the best beam ID in Set A.
· In output, each beam in Set A refers to a “category” and corresponds to a probability (i.e., the probability being the best beam).
· Regression: use Set B to predict the qualities (e.g., L1-RSRP) to all beams in Set A.
· In output, each beam in Set A corresponds to a predicted L1-RSRP.
Generally, the AI/ML model can output the best beam in Set A, e.g., the beam having the maximum probability for type of classification, or the beam having the maximum predicted L1-RSRP for type of regression.
However, in some cases, more than one best beam in Set A may exist. For example, multiple beams in Set A have high and very close beam qualities in reality. In this case, for type of classification, it is difficult for the AI/ML model to distinguish these beams (i.e., categories) due to they have similar probabilities. For type of regression, these beams may correspond similar predicted L1-RSRP. Furthermore, the above cases may also occur when some unexpected errors of AI/ML model inference happen, e.g., generalization performance of the AI/ML model is impacted. 
[bookmark: OLE_LINK49][bookmark: OLE_LINK50]In any case, the actual best beam is almost one of these predicted beams having the similar beam qualities. Therefore, in order to obtain the actual best beam, these predicted beams should be used as outputs of the AI/ML model, in other words, they should be regarded as candidates of the actual best beam. Ulteriorly, these beams in Set A can be selected according to some pre-defined rules. Specifically, for type of classification, the pre-defined rule can be: a sum probability of being the best beam higher than a threshold. For type of regression, the pre-defined rule can be: L1-RSRP higher than a threshold.
[bookmark: OLE_LINK101][bookmark: OLE_LINK102][bookmark: OLE_LINK186]Proposal 2: Support selecting Top-N1 DL Tx and/or Rx beams according to some pre-defined rules, e.g., a sum probability of being the best beam higher than a threshold, L1-RSRP higher than a threshold.
3 [bookmark: OLE_LINK125][bookmark: OLE_LINK126]Discussion on potential specification impacts
3.1 [bookmark: OLE_LINK221][bookmark: OLE_LINK222][bookmark: OLE_LINK77]Data collection
For data collection (especially in model training), the following agreement was reached in RAN1#110 [3].
	Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded



[bookmark: OLE_LINK136][bookmark: OLE_LINK137]The purpose of data collection is to construct the dataset required for model training (and model update, model monitoring). Since the inputs/outputs (e.g., beam pattern, number of beams) or complexities (e.g., model size) corresponding to different AI/ML models are inconsistent, the required datasets are also different. Accordingly, each AI/ML model should be configured with specific (or dedicated) RSs (e.g., CSI-RS, SSB) to construct the dataset required for the AI/ML model. Generally, for online training or update, the AI/ML model will be trained or updated by using the real-time dataset periodically. For model monitoring, the AI/ML model will be evaluated by using the real-time data simples periodically. Different AI/ML models may correspond to different frequencies of model training, update or monitoring. Therefore, each AI/ML model should be configured with reasonable and sufficient RSs to construct the dataset or data samples. Additionally, model training or update and model monitoring may require the same data sample, so in order to avoid confusion, the corresponding usage can be assigned for the RSs required for model training, update and monitoring. In the final analysis, in order to facilitate data collection in model training, model update or model monitoring, the AI/ML model should be configured with specific and reasonable RSs explicitly.
[bookmark: OLE_LINK184][bookmark: OLE_LINK185]Proposal 3: Study explicit configuration of AI/ML model specific RSs for data collection in model training, model update and model monitoring.
For model training (and actually model monitoring, model update) at gNB side, UE needs to report the measured beam information (e.g., CRI/SSBRI, L1-RSRP) corresponding to the data and corresponding labels. Generally speaking, a simple approach is that UE directly report the beam information of all beams in Set A. However, this hasty approach may lead to unnecessary overhead of beam reporting considering that data collection is a periodic behavior. In fact, only the beam information corresponding to the AI/ML input and output are needed. Specifically,
· For beam prediction based on classification (mentioned in Section 2.1), it is enough that UE only reports the beam qualities (e.g., L1-RSRP) of the beams in Set B and the beam ID (e.g., CRI/SSBRI) of the best beam in Set A. Further, this can be applicable for model training, model monitoring and model update.
· For beam prediction based on regression, it is enough that UE only reports the beam qualities of the beams in Set B and the beam ID and beam qualities of top N beams in Set A. Further, this can be applicable at least for model monitoring.
Observably, for data collection in model training, model monitoring and model update, the measured beam information corresponding to input and output are needed. In other words, the measured beam information of partial beams in Set A are needed, rather than the measured beam information of all beams in Set A.
Therefore, in order to avoid necessary overhead of beam reporting, we should study the reasonable and effective mechanism of beam reporting for data collection in model training, model monitoring and model update.
[bookmark: OLE_LINK174][bookmark: OLE_LINK175]Observation 1: For data collection in model training, model monitoring or model update, the beam information corresponding to input and output (i.e., partial beams in Set A) are needed, rather than the beams information of all beams in Set A.
[bookmark: OLE_LINK182][bookmark: OLE_LINK183]Proposal 4: Study enhanced beam reporting for data collection in model training, model monitoring and model update.
3.2 Model training and model update
For model training, the following agreement was reached in RAN1#110 [3].
	Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.



In the early stage of AI/ML application, considering the limited computing power, huge delay of online training and high cost, it may be a good selection for UE or gNB to directly apply an offline trained AI/ML model. However, a potential disadvantage for offline training is that the data including training, validation and testing is collected in a specific environment. Although the environment has considered all possible real environments as much as possible, due to the diversity of real environment and random movement of UE, applying the AI/ML model directly to UE may not be reliable. Specifically, the offline trained AI/ML model may not be applicable to the real environment where UE is located in. Therefore, in order to obtain a more reliable and ideal AI/ML model, or ensure the performance of model inference, the online (or local, field) data in real environment need to be considered. Further, the collected online data can be used to perform model update, e.g., fine-tuning.
[bookmark: OLE_LINK57][bookmark: OLE_LINK62][bookmark: OLE_LINK105][bookmark: OLE_LINK180][bookmark: OLE_LINK181]Proposal 5: For the trained AI/ML model in offline, study the mechanism of model update (e.g., fine-tuning) based on the online data.
As mentioned above, if all the data required for model training derive from the online data, it will consume a large number of times, which may be unexpected. Alternatively, we can consider performing an online verification, discrimination, cleaning or updating (collectively referred to as “online data processing”) for the dataset collected in offline before model training. Specifically, a portion of data can be extracted randomly from the data collected offline. And the portion of data is further used to be processed online. For example, for AI/ML beam prediction, assuming the data are the L1-RSRPs corresponding to Set B. For online data processing, the L1-RSRPs collected offline need to be compared with the L1-RSRPs measured online. According to the comparison results, the portion of data can be retained, updated or dropped. Actually, it means that model training can be performed after online data processing. 
[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK231][bookmark: OLE_LINK232][bookmark: OLE_LINK106]Proposal 6: Study the mechanism of online data processing.
3.3 [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Model selection
For better generalization performance, we can collect data from different channel environments (e.g., LOS, NLOS) to train an AI/ML model, that is, model training is performed based on a mixed training dataset. However, blindly pursuing better generalization performance may lead to the decline of the performance (e.g., accuracy) of model inference in single environment. To avoid the problem, multiple AI/ML models may need to be trained for multiple different channel environments (e.g., LOS, NLOS). Furthermore, different inputs or outputs are also designed as different AI/ML models. For example, for AI/ML beam prediction in spatial domain, two models (Model-0 and Model-1) are deployed to predict the best beams in a set of 64 beams. The input of Model-0 consists of the L1-RSRPs of 4 beams, and the input of Model-1 consists of the L1-RSRPs of 16 beams. Generally, the more beams in input, the higher accuracy of beam prediction. But meanwhile, the more beams in input, the larger complexity of AI/ML model and the larger overhead of beam measurement (and reporting). Based on this criteria, in a certain period of time (e.g., channel environment is better), when the performance of Model-0 is close to that of Model-1, Model-0 can be applied because of less complexity and overhead. Otherwise, Model-1 can be applied because of higher accuracy of beam prediction. Therefore, for each sub use case, it is possible and necessary to arrange multiple AI/ML models to applicable to different channel environments.
[bookmark: OLE_LINK229][bookmark: OLE_LINK230][bookmark: OLE_LINK32][bookmark: OLE_LINK67][bookmark: OLE_LINK100][bookmark: OLE_LINK109][bookmark: OLE_LINK176]Observation 2: For a sub use case (or the same functionality), multiple AI/ML models corresponding to different scenarios (e.g., LOS, NLOS) or different inputs/outputs may be arranged.
Although multiple AI/ML models can be arranged or deployed for a sub use case, only one AI/ML model is needed for model inference. Therefore, it should be necessary to select an appropriate AI/ML model for model inference. Specifically, gNB or UE can select the appropriate AI/ML model according to channel environments (e.g., LOS, NLOS) or the performance information of the arranged multiple AI/ML models.
[bookmark: OLE_LINK157][bookmark: OLE_LINK158][bookmark: OLE_LINK107][bookmark: OLE_LINK108][bookmark: OLE_LINK227][bookmark: OLE_LINK228][bookmark: OLE_LINK31]Furthermore, study the mechanism of model selection is benefit to facilitate AI/ML model lifecycle management, e.g., model deployment, model transfer, model monitoring, model switching, or model activation/deactivation. Specifically, for model deployment, model selection can be used to determine an initial model for model inference. For model transfer, model selection can be used to determine an AI/ML model that needs to be transferred. For model monitoring, periodic model selection can be used to determine the performance difference between the current AI/ML model and other candidate AI/ML models. For model switching, model selection can be used to determine the AI/ML model to switch to. For model activation/deactivation, model selection can be used to identify the AI/ML model that need to be activated or deactivated.
[bookmark: OLE_LINK178][bookmark: OLE_LINK179][bookmark: OLE_LINK164][bookmark: OLE_LINK165][bookmark: OLE_LINK252][bookmark: OLE_LINK253]Proposal 7: Study the mechanism of model selection, e.g., the following information should be exchanged between gNB and UE.
· [bookmark: OLE_LINK144]Information related to multiple AI/ML models.
· Information indicating the selected AI/ML model.
3.4 [bookmark: OLE_LINK80][bookmark: OLE_LINK81][bookmark: OLE_LINK82]Model monitoring
[bookmark: OLE_LINK87]For model monitoring, the following agreements were reached in RAN1#110 [3] and RAN1#110b-e [4].
	Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



[bookmark: OLE_LINK143]Generally, as a traditional (or direct) method of model monitoring, the measured results needs to be compared with the corresponding predicted results. For network-side AI/ML model, UE usually needs to report the beam information (e.g., CRI/SSBRI, L1-RSRP) of all beams in Set A. And model monitoring should be a periodic behavior. It means that model monitoring will lead to huge overhead of beam reporting.
[bookmark: OLE_LINK90][bookmark: OLE_LINK91]In principle, the AI/ML model learns from the historical experience. For model inference in reality, if the AI/ML model encounters the strange (or unfamiliar, novel) data that is not similar as the learned (or experienced) data in model training, the performance of model inference will deteriorate with great probability. Therefore, to some extent, the similarity between the online data and the training data (set) corresponding to the given AI/ML model can also be used indirectly as a metric for model monitoring. For example, the lower the similarity, the worse the corresponding AI/ML model inference. Further, if UE can know the training dataset, for network-side AI/ML model, UE only needs to report the similarity related information instead of the beam information corresponding to all beams in Set A. Additionally, model update is usually needed after the AI/ML model performance deteriorates. And the similarity related information is necessary for model update. For example, fine-tuning may be appropriate when the higher similarity and it means that less data required for model update, re-training fine-tuning may be appropriate when the lower similarity and it means that more data required for model update. Therefore, we should study the potential direct or indirect metrics and methods of model monitoring.
[bookmark: OLE_LINK72][bookmark: OLE_LINK73][bookmark: OLE_LINK110][bookmark: OLE_LINK177][bookmark: OLE_LINK145][bookmark: OLE_LINK146]Proposal 8: Study direct and indirect performance metrics and methods of model monitoring, e.g., direct performance metric and method based on intermediate KPIs, indirect performance metric and method based on input data.
3.5 [bookmark: OLE_LINK83][bookmark: OLE_LINK84][bookmark: OLE_LINK223][bookmark: OLE_LINK224]Model inference
[bookmark: OLE_LINK85][bookmark: OLE_LINK235][bookmark: OLE_LINK236]For model inference, the following agreement was reached in RAN1#110 [3].
	Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded



[bookmark: OLE_LINK92][bookmark: OLE_LINK93]For model inference at gNB side, UE needs to report the measured beam information corresponding to all beams in Set B. Accordingly, the increase of the number of beams in Set B will result in larger beam reporting overhead. However, it may be unnecessary to (measure and) report all beams in Set B all the time.
[bookmark: OLE_LINK33][bookmark: OLE_LINK34]Actually, the beam may not change greatly in a short time, that is, the best beam in Set A at the next time and the best beam in Set A at the current time are likely to be adjacent. Therefore, beam prediction for the whole Set A may not be necessary. In this case, it may be enough to perform beam prediction for a subset of Set A. Further, the subset of Set A can be determined according to the current (best) beam in Set A. Accordingly, UE can report the beam information corresponding to a smaller Set B corresponding to the subset of Set A. Therefore, in order to save overhead in model inference, we should study how to reduce the unnecessary overhead of beam measurement and reporting in model inference.
[bookmark: OLE_LINK112][bookmark: OLE_LINK113][bookmark: OLE_LINK35][bookmark: OLE_LINK36][bookmark: OLE_LINK76][bookmark: OLE_LINK94]Proposal 9: Study the mechanism of reducing the overhead of beam measurement and reporting in model inference.
3.6 Specific potential spec impact for BM-Case2
[bookmark: OLE_LINK225][bookmark: OLE_LINK226][bookmark: OLE_LINK37][bookmark: OLE_LINK38][bookmark: OLE_LINK215][bookmark: OLE_LINK216]Based on BM-Case2, it becomes a reality to use the historical beam to predict the future beam, which will greatly save overhead of beam measurement and reporting. That is especially obvious in the scenario of high speed movement (e.g., HST, freeway). Specifically, in order to ensure the real-time performance of beam (pair), i.e., beam tracking, gNB will configure or activate a periodic or semi-persistent beam reporting. And UE needs to perform beam measurement and reporting frequently. If beam prediction in time domain is supported, UE only needs to perform beam measurement and reporting at the specific time instances, because the reported beam information at these specific time instances need to be used as AI/ML input. And for the other time instances, UE does not needs to perform beam measurement and reporting, because the beam information at these time instances can be predicted by the AI/ML model. However, according to the existing specification, for a configured or activated P/SP beam report, UE does not stop performing beam measurement and reporting for each (reporting) time instance until the configured or activated P/SP beam report is released or deactivated. It means that, after collecting the AI/ML input data every time, gNB needs to release or deactivate the P/SP beam report. Due to the number of predicted beams is limited (e.g., may be 1), gNB needs to re-configure or re-activate the P/SP beam report within a short time (e.g., one period of the P/SP beam report) after releasing or deactivating the P/SP beam report. Since beam tracking is a long-term periodic behavior, this “release/deactivate and re-configure/activated” is a continuous and frequent behavior. Further, configuring/releasing or activating/deactivating the beam report needs to be performed by a RRC or MAC-CE signaling. Consequently, huge signaling will be consumed. But, considering the same time interval between the (reporting) time instances, it is clearly that these signaling is unnecessary. Therefore, in order to reduce unnecessary overhead of signaling in P/SP beam reporting, we should study the mechanism of stop and start automatically (or discontinuous) reporting in periodic or semi-persistent beam reporting.
[bookmark: OLE_LINK237][bookmark: OLE_LINK238][bookmark: OLE_LINK70][bookmark: OLE_LINK71]Proposal 10: Study the mechanism of discontinuous reporting in periodic or semi-persistent beam reporting.
According to the agreed AI/ML outputs, for model inference at gNB side, gNB can obtain the multiple beam application/dwelling times corresponding to the multiple predicted beams in future through the AI/ML model. If UE can also know these beam application/dwelling times, gNB does not need to perform beam indication in future, e.g., transmit to UE a DCI carrying the new beam. In order to reduce the overhead of beam indication, the method of indicting the predicted beams and corresponding beam application/dwelling times should be studied from our point of view.
[bookmark: OLE_LINK68][bookmark: OLE_LINK69]Proposal 11: Study the method of indicating the predicted beams and corresponding beam application/dwelling times.
4 Conclusion
In this contribution, we provided our views on the details of BM-Case1 and BM-Case2, and potential specification impacts. We have the following observations and proposals:
Observation 1: For data collection in model training, model monitoring or model update, the beam information corresponding to input and output (i.e., partial beams in Set A) are needed, rather than the beams information corresponding to all beams in Set A.
Observation 2: For a sub use case (or the same functionality), multiple AI/ML models corresponding to different scenarios (e.g., LOS, NLOS) or different inputs/outputs may be arranged.
Proposal 1: Support Alt.2: L1-RSRP measurement based on Set B and assistance information (e.g., Rx-beam angle, UE’s angle related to a reference location).
Proposal 2: Support selecting Top-N1 DL Tx and/or Rx beams according to some pre-defined rules, e.g., a sum probability of being the best beam higher than a threshold, L1-RSRP higher than a threshold.
Proposal 3: Study explicit configuration of AI/ML model specific RSs for data collection in model training, model update and model monitoring.
Proposal 4: Study enhanced beam reporting for data collection in model training, model monitoring and model update.
Proposal 5: For the trained AI/ML model in offline, study the mechanism of model update (e.g., fine-tuning) based on the online data.
Proposal 6: Study the mechanism of online data processing.
Proposal 7: Study the mechanism of model selection, e.g., the following information should be exchanged between gNB and UE.
· Information related to multiple AI/ML models.
· Information indicating the selected AI/ML model.
Proposal 8: Study direct and indirect performance metrics and methods of model monitoring, e.g., direct performance metric and method based on intermediate KPIs, indirect performance metric and method based on input data.
Proposal 9: Study the mechanism of beam reporting for data collection in model training, model monitoring and model update.
Proposal 10: Study the mechanism of discontinuous reporting in periodic or semi-persistent beam reporting.
Proposal 11: Study the method of indicating the predicted beams and corresponding beam application/dwelling times.
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