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1． Introduction
Study item regarding artificial intelligence/machine learning for NR air interface has been approved, with the main goal which is AI/ML-based algorithms for enhanced performance along with reduced complexity/overhead. In this contribution, we provide some discussion regarding CSI compression using two-sided model use case along with quantization aware model visualization, mainly focus on model Quantization for CSI feedback under the circumstance of limited UE performance as well as restrain of computation power. Furthermore, due to quantizing a model could bring negative impact in a sense of inference accuracy, we offer three different type of quantization idea (details in Proposal4) to cope with variance UE spec and explore the trade-off toward model size/speed.

2． Life Cycle Management 
In RAN1 #110, it was agreed to study several aspects on LCM for AI/ML as follows:
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability

Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative 
Note: More aspects may be added as study progresses. 




2.1 UE capability
First of all, we agree with Google’s proposal in R1-2208877 [1], which described as:
For AI/ML based operation, the following UE types should be considered: [1]
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU) [1]
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU) [1]
For Type1 (low performance UE), in order to reduce latency as well as joint training with NW side, potentially simultaneous corporate with other UEs with a different hardware spec/model configurations, a simplified version of pre-trained or low computation consumption model is needed.

Proposal1: Rel-18 should consider model compression methodologies for machine learning models operated in low performance UE (low hardware spec or limited machine learning accelerator).

Proposal2: Model Compression should be add into LCM as one of the independent component. The initial definition of Model Compression describe as following sentence: Deploying state-of-the-art deep networks in low-power and resource limited devices without significant drop in accuracy.

Observation1: Apply pruning/distill/quantization as model compression method for low performance UE considerably beneficial. 

Proposal3: At least, model compression should be applied for 2-side model trained in UE side for low performance UE. Furthermore, study and define the generalizable pre-trained model.


2.2 Quantization of CSI feedback
Following the aspect of model compression methodologies, In RAN1 #110b-e, it was agreed to study quantization of CSI feedback as below:
	Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 	
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods


We agree with this item because of the advantages in model compression and latency reduction. Specific, we tend to Quantization-aware training as it works on inference time and brings accuracy compare to post-training quantization. In our opinion, Shrinking of model size will speed up low performance UE efficiently cause we are not expect all UE have the hardware or compatible machine learning accelerator under an satisfactory condition. Furthermore, after considering the potential contraction of inference accuracy, model quantization only applied in certain layer (annotated layer following the configurations) should be preferential. For instance, we build a SimpleRNN model with historical CSI related dataset (HitoryCSI_12_FutureCSI_5_1RB_continuous) offering by VIVO [3] showing as Figure1. Then apply the quantization to last layer (dense layer) of the neural network showing as Figure2. In this case, we need to emphasis here the quant_dense showing in Figure2 only model quantization aware. Which is not the quantized.
	Figure1 SimpleRNN
	Figure2 SimpleRNN (quant_dense)
Proposal4: Quantization-aware training should be consider in prior as it works on inference time. Also, quantization should be define with different type:

Type1: Only quantize some of the layers to avoid the potential reduction of the layer drop the accuracy the most.
Type2: Full layer quantization for machine learning model. 
Type3: Switch/Selection of Quantization method co-exist as the alternative to UEs defer in hardware spec.

Proposal5: Considering the potential contraction of inference accuracy, model quantization only apply for certain layer should be preferential

Observation2: divide the steps regarding quantization aware model and quantized model for low performance UE will increase the common understanding in this topic.

Proposal6: Companies should define the scope of quantization parameters, such as particular number of bits. Eventually, after the representative/generalizable two-sided model use case being selected, quantization parameters should be identical.

Proposal7: Underlying algorithms for model (layer) quantization is not the main concern for RAN1, at least until representative use case being selected.


3． Conclusion 
In this contribution, we provide some discussion regarding CSI compression using two-sided model use case and a simple visualization of RNN model dense layer quantization aware. As a conclusion, the extension of agreement in RAN1 #110b-e. Not only Quantization-aware training but different type of quantization method should be discuss. We suggest to apply full layer quantization (Type2) especially for low performance UE in order to reduce inference latency and computation complexity. Also, partially quantization (Type1), for example, dense_layer quantization & other layer quantization can be apply for the purpose of particular layer in machine learning model which not take huge influence for inference accuracy. Finally, an alternative selection (Type3) also into consideration for the variance of UE spec along with scenarios. 

Proposal1: Rel-18 should consider model compression methodologies for machine learning models operated in low performance UE (low hardware spec or limited machine learning accelerator).

Proposal2: Model Compression should be add into LCM as one of the independent component. The initial definition of Model Compression describe as following sentence: Deploying state-of-the-art deep networks in low-power and resource limited devices without significant drop in accuracy.

Proposal3: At least, model compression should be applied for 2-side model trained in UE side for low performance UE. Furthermore, study and define the generalizable pre-trained model.

Proposal4: Quantization-aware training should be consider in prior as it works on inference time. Also, quantization should be define with different type:

Type1: Only quantize some of the layers to avoid the potential reduction of the layer drop the accuracy the most.
Type2: Full layer quantization for machine learning model. 
Type3: Switch/Selection of Quantization method co-exist as the alternative to UEs defer in hardware spec.

Proposal5: Considering the potential contraction of inference accuracy, model quantization only apply for certain layer should be preferential

Proposal6: Companies should define the scope of quantization parameters, such as particular number of bits. Eventually, after the representative/generalizable two-sided model use case being selected, quantization parameters should be identical.

Proposal7: Underlying algorithms for model (layer) quantization is not the main concern for RAN1, at least until representative use case being selected.

Observation1: Apply pruning/distill/quantization as model compression method for low performance UE considerably beneficial. 

Observation2: divide the steps regarding quantization aware model and quantized model for low performance UE will increase the common understanding in this topic.


4． References

[1] R1-2208878 On evaluation of AI/ML based CSI
[2] RAN1 Chair’s Notes. Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface. 3GPP TSG RAN WG1 #110bis-e v09 Oct 10th – 19th, 2022
[3] R1-2203550 Evaluation on AI/ML for CSI feedback enhancement


image2.png
Mode!: “sequent ial”

Laver (type) Output Shape

Paran #
sinple_rnn (SinpleRNN) (None, 32) 3104
dense (Dense) (None, 64) 2112
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