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1	Introduction
The approval of the Rel-18 work package marks the start of 5G Advanced evolution. The package includes a study item on AI/ML for NR air interface, and the work item description can be found in [1].
The initial use cases focused in this study include:
 (
CSI feedback enhancement, e.g., overhead reduction, improved accuracy
, prediction [RAN1]
Beam management, e.g., 
beam prediction in time,
 and/or 
spatial domain
 for overhead and
 
latency reduction
, beam selection accuracy improvement [RAN1]
Positioning accuracy enhancements
 for different scenarios including, e.g.,
 
those with
 heavy
 
NLOS 
conditions [RAN1] 
)
For the use cases under consideration, the study aims to evaluate performance benefits of AI/ML based algorithms:
 (
Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
Whether f
ield data 
are optionally needed 
to further assess the performance and
 
robustness in real-world environments 
should be discussed as part of the study. 
Need for common
 assumptions in
 dataset construction for training, validation and test for the
 
selected use cases
.
 
Consider adequate model training strategy, collaboration levels and associated implications
Consider agreed-upon base AI model(s) for calibration
AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
KPIs: 
Determine the common KPIs and corresponding requirements for the AI/ML operations.
 
Determine the use-case specific KPIs and benchmarks of the selected use-cases.
Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
)
In this contribution, we discuss the remaining issues on evaluation assumptions and present initial evaluation results on AI/ML for CSI feedback enhancement.
2	Methodology
There are different types of CSI feedback, such as CRI, RI, PMI, CQI, SSBRI, LI, L1-RSRP, L1-RSRQ. The first discussion point is which type(s) of CSI feedback should be considered for evaluation.
The Type II codebook in NR is designed mainly targeting multi-user MIMO operation. In multi-user MIMO operation, the number of data streams is typically larger than the number of receive antennas at UE. The gNB needs to apply transmit beamforming to suppress inter-UE interference, which motivates the higher-resolution Type II codebook for CSI feedback. The higher resolution comes with higher overhead in CSI feedback. It is relevant to study AI/ML based algorithms for reducing the overhead of Type II codebook and/or improving the feedback accuracy.
AI/ML techniques, such as autoencoders, can be used in CSI compression and feedback. The basic principle of an autoencoder is to take an input, perform non-linear compression by an encoder to a lower-dimensional latent representation, and decompress the latent representation by a decoder to a defined target. In the context of CSI compression, the UE’s estimated CSI is taken as the input to the encoder. The output of the UE’s encoder (i.e., the latent representation of the channel in a quantized form) is transmitted over the air interface (Uu) to the BS. The BS uses a matching decoder to reconstruct the channel state. Hence, the autoencoder model is divided between the UE and BS, creating an inter-node dependency for model training and model management. 
Using autoencoders for CSI compression is in line with the agreement that for the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
Observation 1: AI/ML based algorithms for CSI compression (e.g., using autoencoders) has been selected as a sub-use case for evaluation.
The autoencoders can be used to compressed either the raw channel matrix estimated by UE or the eigenvector(s) of the raw channel matrix estimated by UE, etc. Raw channel matrix-based CSI feedback provides gNB with the most flexibility in determining downlink transmission, though it deviates from the existing codebook-based CSI feedback. In contrast, the channel eigenvector-based CSI feedback is more in line with the conventional codebook-based CSI feedback methods, but it does not provide as much flexibility as the raw channel matrix-based CSI feedback. Both types of CSI feedback schemes are of interest and deserve study. 
Observation 2: Both autoencoders with raw channel matrix as input and autoencoders with eigenvector(s) of raw channel matrix as input have been agreed to be evaluated.
AI/ML techniques can also be used in CSI prediction. The problem of the current CSI reporting framework is that there is a delay between the time to which the reported CSI relates and the time when the BS receives the CSI report. In 5G non-terrestrial networks for satellite communications, the delay can range from a few milliseconds to hundreds of milliseconds. Such large delay can well cause the CSI to become outdated. In terrestrial networks where the delay is not large, the wireless channel can vary rapidly due to, e.g., high UE mobility, which can also cause the CSI to become outdated. CSI prediction reporting using, e.g., AI/ML algorithms, is one approach to mitigating the effect of the outdated CSI in the CSI reporting framework. In addition, CSI prediction can help reduce reference signal overhead and measurement reporting overhead. Therefore, it is of high interest to study AI/ML based algorithms for CSI prediction.
Proposal 1: AI/ML based CSI prediction should be selected as a sub-use case for evaluation.
Unlike AI/ML based CSI compression where a two-sided structure (CSI encoder at UE and CSI decoder at gNB) is needed, a one-sided structure is sufficient for AI/ML based CSI prediction. The AI/ML inference of the one-sided model can be performed at either gNB or UE.
Proposal 2: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Both should be evaluated to understand the potential gains of performing CSI prediction at gNB side vs. UE side.
As the Rel-18 study on AI/ML for NR air interface is the first one in 3GPP that explores the benefits of augmenting air interface with features enabling improved support of AI/ML based algorithms, it is important to calibrate evaluation results from different companies in order to facilitate drawing observations and making conclusions. 
To evaluate AI/ML based algorithms for CSI feedback enhancement, datasets are needed. Both real data and synthetic data can be used to develop and evaluate AI/ML based algorithms. 3GPP has well established simulation methodology, which can be used to generate synthetic data. CSI enhancement would be most valuable in the scenarios where there is high-capacity demand. Therefore, the evaluation could focus on UMi-street canyon and UMa scenarios.
In general, the statistical models in TR 38.901 can be used as baseline for link and system evaluation of AI/ML based algorithms for CSI feedback enhancement. However, additional simulation methodology for generating synthetic data, such as digital twins, should be explored. A digital twin is a virtual representation — a true-to-reality simulation of physics and materials — of a real-world physical asset or system, which is continuously updated. Digital twins can help generate synthetic data that are closer to real-world data, compared to the traditional 3GPP simulation methodology based on statistical models.
While synthetic data can be the baseline for evaluating AI/ML based algorithms for beam management, it would be beneficial to identify existing sets of real data and/or build up new sets of real data, as part of the 3GPP Rel-18 AI/ML study for NR air interface. Such efforts would pay off as it is anticipated that AI/ML will become increasingly more integrated into the 3GPP family of technologies from 5G Advanced to 6G.
Proposal 3: Companies are encouraged to contribute real data to develop and evaluate AI/ML based algorithms for CSI feedback enhancement.
3	KPIs
The study item description lists many dimensions for KPIs, including performance, inference latency, computational complexity, overhead, power consumption, memory storage, hardware requirements, and generalization capability. 
Though it is beneficial to have a full characterization of the performance of AI/ML based algorithms for NR air interface, it is important to focus on a few most important KPIs in the initial phase to understand the gains of AI/ML based algorithms. 
From CSI feedback enhancement perspective, the key requirement is to enable UE to feedback accurate CSI that captures the fast-fading properties of the channel with reduced feedback overhead. 
· The CSI feedback overhead can be measured by number of feedback bits and/or compression ratio.
· The CSI feedback accuracy can be measured by comparing the decoded CSI to the ground-truth CSI. The metrics can be GCS/SGCS and/or NMSE.
Besides, it is beneficial to evaluate the AI/ML based algorithms for CSI feedback enhancement in terms of system throughput (e.g., average and 5-percentile throughput) performance. Such evaluation would demonstrate how the reduced CSI feedback overhead and/or improved CSI feedback accuracy translate into system performance gains.
Also, many of the KPIs such as inference latency depend on the used computing platform (such as the GPU model). Therefore, it is important to report the KPIs together with the used computing platform (such as the GPU model).
It was discussed that complexity should be evaluated as a KPI, where complexity includes model complexity and computational complexity. For evaluation of AI/ML based CSI feedback, the computational complexity can be reported via the metric of floating point operations (FLOPs), and the model complexity may be measured by memory storage in terms of AI/ML model size and number of AI/ML parameters.
It is however important to keep in mind that increasing hardware performance can support successively more complex models. For example, Figure 1 shows how single GPU performance has scaled up to meet the demands of deep learning. GPU inference performance has improved by 317x, more than doubling each year. Figure 2 shows single GPU FP64 performance increased by 20x over the decade from 2010 to 2020, an annual growth rate of 35%. In addition to scaling up the performance of individual GPUs, GPUs are also being scaled out to larger clusters for deep learning and high-performance computing applications.
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Figure 1: GPU inference performance is more than doubling every year. (Source: Ref. [3])
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Figure 2: Single GPU performance scaling. (Source: Ref. [3])
Observation 3: Increasing hardware performance can support successively more complex AI/ML models. For example, GPU inference performance has improved by 317x in 8 years (2012-2020), more than doubling each year.
Proposal 4: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for CSI feedback enhancements.
4	Evaluation results
4.1	CSI compression
In this section, we provide initial evaluation results on CSI compression using AI/ML based algorithms. The system-level simulation assumption and scenarios are built on the basis of the RAN1 agreements.
We consider CSI compression and feedback with an autoencoder, which is a two-sided model including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. The autoencoder consists of mainly convolutional layers and fully connected layers. The input to the autoencoder is the eigenvectors of the raw channel matrix. 
We train and test the autoencoder for a range of compression ratios. The compression ratio is defined as the ratio of the number of real-valued channel eigenvector coefficients and the number of real-valued feedback coefficients.
Table 1 presents the performance results of the trained autoencoders in terms of the cosine similarity between true and reconstructed eigenvectors of raw channel matrix. For both cases, the results show that the higher the compression ratio, the higher the cosine similarity value. When the autoencoder is trained and tested on CDL-C, we can see that the cosine similarity is as high as 0.939 for a compression ratio as low as 1/64. When the autoencoder is trained and tested on dense urban scenario, we can see that the cosine similarity is 0.797 for a compression ratio of 1/16. Therefore, it is much easier for the autoencoders to compress CSI in CDL-C than in dense urban scenario. This is not surprising as the link level channel model CDL-C has fixed angle values and represents only a single channel realization while the system level channel in the dense urban scenario is much more sophisticated.
Table 1: Cosine similarity between true and reconstructed eigenvectors of raw channel matrix.
	CDL-C for training and testing
	Compression ratio
	1/64
	1/32
	1/16

	
	Cosine similarity
	0.939
	0.976
	0.989

	Dense urban for training and testing
	Compression ratio
	1/16
	1/8
	1/4

	
	Cosine similarity
	0.797
	0.845
	0.891



Observation 4: Evaluation results show that it is much easier for the autoencoders to compress CSI in CDL-C than in dense urban scenario, as the link level channel model CDL-C has fixed angle values and represents only a single channel realization while the system level channel in the dense urban scenario is much more sophisticated.
Next, we explore the model generalization performance. Specifically, we use the autoencoders trained for dense urban scenario and test them using the channel data generated by CDL-C. Table 2 presents the performance results. We can see that the autoencoders trained in the sophisticated dense urban scenario perform well in CDL-C. We can see that the cosine similarity is 0.9358 for a compression ratio of 1/16. 
Table 2: Generalization performance of CSI autoencoder: Training on dense urban and testing on CDL-C.
	Dense urban for training; CDL-C for testing
	Compression ratio
	1/16
	1/8
	1/4

	
	Cosine similarity
	0.9358
	0.9655
	0.9661



In contrast, we find in our experiments that the autoencoders trained in CDL-C do not perform well in the sophisticated dense urban scenario. This is not surprising as AI/ML models are only as good as the data they are trained on, and the autoencoders trained in CDL-C do not learn enough the channel data pattern in the sophisticated dense urban scenario.
For ease of visualization, we plot the results in Table 1 and Table 2 in the same figure below.
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Figure 3: Performance of CSI autoencoder.
Observation 5: Evaluation results show the autoencoders trained in the sophisticated dense urban scenario perform well in CDL-C, illustrating the generalization capability of the AI/ML models.
4.2	CSI prediction
In this section, we provide initial evaluation results on CSI prediction using AI/ML based algorithms. The system-level simulation assumption and scenarios are built on the basis of the RAN1 agreements.
The AI/ML-based CSI prediction utilizes a convolutional neural network (CNN). 
· CSI-RS periodicity is assumed to be 4 ms. 
· The raw channel matrices of the four latest CSI-RS measurement instances are used as the AI/ML model input. The raw channel matrices are associated with the first PRB.
· The AI/ML model output is the predicted raw channel matrix at 4 ms ahead.
· The UE speed is 30 km/h.
As a benchmark, we assume no prediction with sample-and-hold, i.e., the most recently estimated raw channel matrix is assumed to be the channel matrix at 4 ms ahead.
We consider both NMSE and squared cosine similarity to measure the performance. 
· Denoting by  and  the ground-truth channel and the predicted channel respectively, NMSE is equal to .
· Denoting by  and  the strongest eigenvector associated with the ground-truth channel  and the strongest eigenvector associated with the predicted channel  respectively, squared cosine similarity is equal to .
Figure 4 shows the CDFs of the NMSE of AI/ML based CSI prediction vs. no prediction (sample-and-hold). Figure 5 shows the CDFs of the squared cosine similarity of AI/ML based CSI prediction vs. no prediction (sample-and-hold). Table 3 summarizes the average values of NMSE and squared cosine similarity. The results show that AI/ML based CSI prediction significantly outperform the baseline case without prediction (sample-and-hold). 
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Figure 4: NMSE of AI/ML based CSI prediction vs. no prediction.
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Figure 5: Squared cosine similarity of AI/ML based CSI prediction vs. no prediction.
Table 3: Average NMSE and average squared cosine similarity of AI/ML based CSI prediction vs. no prediction.
	
	No prediction (sample-and-hold)
	AI/ML based prediction

	Average NMSE
	-0.74 dB
	-14.54 dB

	Average squared cosine similarity
	 0.857 
	0.976



Observation 6: Evaluation results show that AI/ML based CSI prediction significantly outperforms the baseline case without prediction (sample-and-hold).
In the above results, AI/ML training and inference are performed on the first PRB. Next, we use the AI/ML model trained on the first PRB to carry out inference/testing on different PRBs. 
Table 4 shows the performance of applying the AI/ML model trained on the first PRB to the inference of the 11th, 21st, 31st, 41st, and 51st PRB. From the results, we can see that the performance is consistent across the whole band. This implies that we can train only one AI/ML model associated with a specific PRB, and use the same AI/ML model for other PRBs to save memory and reduce complexity.
Table 4: Generalization of AI/ML based CSI prediction over different PRBs.
	
	1st PRB
	11th PRB
	21st PRB
	31st PRB
	41st PRB
	51st PRB

	Average NMSE
	-14.54 dB
	-14.39 dB
	-14.43 dB
	-14.43 dB
	-14.40 dB
	-14.45 dB

	Average squared cosine similarity
	0.976
	0.974
	0.975
	0.975
	0.973
	0.975



Observation 7: The AI/ML based CSI prediction model trained on a certain PRB can be generalized to perform inference on other PRBs.
Conclusion
In the previous sections, we discuss general aspects of AI/ML framework for NR air interface and make the following observations:
Observation 1: AI/ML based algorithms for CSI compression (e.g., using autoencoders) has been selected as a sub-use case for evaluation.
Observation 2: Both autoencoders with raw channel matrix as input and autoencoders with eigenvector(s) of raw channel matrix as input have been agreed to be evaluated.
Observation 3: Increasing hardware performance can support successively more complex AI/ML models. For example, GPU inference performance has improved by 317x in 8 years (2012-2020), more than doubling each year.
Observation 4: Evaluation results show that it is much easier for the autoencoders to compress CSI in CDL-C than in dense urban scenario, as the link level channel model CDL-C has fixed angle values and represents only a single channel realization while the system level channel in the dense urban scenario is much more sophisticated.
Observation 5: Evaluation results show the autoencoders trained in the sophisticated dense urban scenario perform well in CDL-C, illustrating the generalization capability of the AI/ML models.
Observation 6: Evaluation results show that AI/ML based CSI prediction significantly outperforms the baseline case without prediction (sample-and-hold).
Observation 7: The AI/ML based CSI prediction model trained on a certain PRB can be generalized to perform inference on other PRBs.
Based on the discussion in the previous sections we propose the following:
Proposal 1: AI/ML based CSI prediction should be selected as a sub-use case for evaluation.
Proposal 2: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Both should be evaluated to understand the potential gains of performing CSI prediction at gNB side vs. UE side.
Proposal 3: Companies are encouraged to contribute real data to develop and evaluate AI/ML based algorithms for CSI feedback enhancement.
Proposal 4: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for CSI feedback enhancements.
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