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Introduction
In RANP#94e, the SID of artificial intelligence (AI)/machine learning (ML) for NR air interface has been established in [1] and AI for beam management was captured as below under RAN1’s working scope.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


According to the RAN1#111 agreement, we revise our proposals and further elaborate as follow.
AI/ML for beam management enhancement
AI/ML allows prediction/selection of beam at both gNB and UE based on the model obtained through training with historical data. This availability of beam information suggested by AI/ML benefits the reduction of system overhead and latency. In this section, we are going to present four specific schemes on beam prediction with AI/ML model as well as their performances.
Input and output of AI/ML model
Following conclusions were drawn based on companies’ contributions in RAN1#109e meeting. Because companies’ views are quite diverging on it, so it may need to be further discussed. 
	Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


In the RAN1#110 meeting, there are some agreements about the relationship of Set A and Set B.
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


As so far, RAN1 has no consensus on how to define the relationship on Set A and Set B. considering the feasibility and performance of beam prediction, we have some views on it. At this stage, we may study different use case separately. For example, when the beam prediction is performed at spatial domain under the assumption that the properties of time domain channel is fixed. Actually, in some scenarios, when the beams in Set B are measured to predict Set A for spatial domain, because of the time-varying of channel, beam prediction for spatial and time domain are triggered at same time. Hence, we should concern the relationship between Set A and Set B in a general case and not discuss it in BM-Case1 and BM-Case2 separately. 
If Set A and Set B are the same, it’s possibility that we can’t obtain the optimal beam in Set A, it can be illustrated in Figure 1. Beam#2 and beam#4 are measured in each historic time instance and outputted in future time instance, but the optimal beam is beam#3 in future time instance#1. According to the above discussion, we prefer that Set B is different with Set A. Based on our investigating, wide beams in Set B can reduce the overhead and latency while maintaining the performance [3]. So, we support wide beam in Set B and narrow beam in Set A.
[image: ]
Figure 1 Set B same as Set A in BM-Case2
Proposal 1 : Support Set A and Set B are different, Set B with wide beams and Set A with narrow beams.

On the other hand, what should be the input of AI/ML model that is the same question as above in nature. For example, the best beam should be the most optimal for the currently channel environment. We should consider the channel characteristics on time domain, frequency domain and spatial domain. To some extent, RSRP can reflect the power fading of channel, however, it can’t express the channel characteristics on time and frequency well. Considering the generality, channel information matrix (i.e., complex H matrix) which can be estimated by reference signal is most suitable for the input of AI/ML model and it can provide more channel characteristics information, not only the power fading. Especially, H matrix as the model input not only can improve the accuracy of prediction but also can be applied more situations, like, Set A and Set B in different frequency band.
As above describing, Set A and Set B can be in different time domain and spatial domain, different frequency band also should be considered. For example, when the different frequency domain resource is used in adjacent schedules, to avoid measurement or switching frequently, using the measurement results from one band to predict the beams on others band can be considered. If so, the AI/ML model input also should include the properties of frequency domain channel to guarantee the accuracy of prediction. Hence, we support the channel observation (e.g. H matrix) as the AI/ML model input. 

Proposal 2 : Support Set A and Set B in different frequency bandwidth and channel observation as the input of AI/ML model (e.g., channel information matrix by estimating, CIR, etc).

We noticed that although the output of AI/ML model can be beam index but there are different criteria of the predicted beam in BM-case1 and BM-case2 as proposed by different companies, such as high probability of best beam, beam dwelling time, etc. We think it’s necessary to define criterion for aligning assumption when companies evaluate performance. 
Mobility will bring frequent beam failure in mmWave. When beam failure happens, beam failure recovery process, similar to that in beam establishment, is executed by RSRP measurement of a set of reference signals corresponding to a set of beams. Frequent measurement of this set of beams incurs high power consumption at UE.
However, by using AI/ML model with beam measurements in previous time slots as the input, a set of candidate beams with higher probabilities of being the best beams in next time slot can be predicted. Then, through informing UE a subset of candidate beams by aperiodic CSI-RS resource set, UE can make measurements only on this subset of candidate beams which have higher probabilities to be selected.
In Figure 2, we draw the number of beam measurements over different η, where η denotes the sum probabilities of a subset with candidate beams. As time increasing, the trained AI/ML model becomes more accurate in predicting the subset of candidate beams with high probability of being best beam. With less candidate beams to track in the beam management process, the complexity of beam measurement is also reduced significantly.
[image: ]
Figure 2. Number of beam measurements over time

Observation 1 : The complexity of beam measurement can be reduced if a subset of candidate beams can be predicted by AI/ML model.
Proposal 3 : In output of AI/ML, should clearly indicate the criterion associated with the predicted beam ID in BM-case1 and BM-case2, for example, sum probabilities of being the best beams higher than a threshold, maximum dwelling time,  maximum RSRP, etc. 

[bookmark: _Hlk68181041]Time window size in BM-Case2
In BM-Case2, it uses measurement results from N historic time instance(s) to predict F future time instance(s). considering the accuracy and complexity of AI/ML model, defining criterion to determine the window size of N and F is necessary. We think it depend on the properties of time domain channel. In our understanding, when the input and output of AI/ML model have a strong correlation, the better performance of prediction can be obtained. The properties of time domain channel are regarded as keeping stationary in coherence time, and coherence time can be estimated by UE speed. Therefore, the window size of N and F in a coherence time can meet the requirement of correlation so that guarantee the performance and avoid unnecessary measurement. 
As we know, the model input should be the measurement results of historic beams in BM-Case2, but the historic time instance can be consecutive or not, as it’s shown in the Figure 3. (a) and (b) in Figure 3 indicate the beam selection procedure in time domain. where the blue blocks represent conventional exhaustive beam selection and it can save the measurement results for AI/ML model input. The green blocks represent beam prediction based on AI/ML model. Beams at consecutive historic time instances are measured as (a), it can be used in scenarios where UE is moving at a high speed. Measurement results from beams at inconsecutive historic time instances are shown in (b), it has a higher efficiency of AI/ML model and is more suitable for flat fading channel. Therefore, it also relies on the channel environment to choose (a) or (b). 
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(a)
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(b)
Figure 2 beam selection procedure in time domain
Proposal 4 : the time window size of N and F in BM-Case2 can be determined by properties of time domain channel, e.g. coherence time, etc.

Conclusions
Finally, allow us to repeat our proposals to draw attention.
Proposal 1 : Support Set A and Set B are different, Set B with wide beams and Set A with narrow beams.
Proposal 2 : Support Set A and Set B in different frequency bandwidth and channel observation as the input of AI/ML model (e.g., channel information matrix by estimating, CIR, etc).
Proposal 3 : In output of AI/ML, should clearly indicate the criterion associated with the predicted beam ID in BM-case1 and BM-case2, for example, sum probabilities of being the best beams higher than a threshold, maximum dwelling time, maximum RSRP, etc.
Proposal 4 : The time window size of N and F in BM-Case2 can be determined by properties of time domain channel, e.g. coherence time, etc.
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