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Discussion
1. Introduction

A study item of Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e meeting [1] and revised in RAN#96 meeting [2]. In previous meetings, some agreements of evaluation on AI/ML for positioning accuracy enhancement have been made as captured below. In this contribution, we present our updated evaluation results of AI/ML-based positioning accuracy enhancement using measurements such as CIR, TOA, DL-TDOA, and RSRP as input with agreed table in the last meeting.

	Refer to Agreements in RAN1#110bis-e

Agreement

For both direct AI/ML positioning and AI/ML assisted positioning, if fine-tuning is not evaluated, the template agreed in RAN1#110 is updated to the following for reporting the evaluation results.

Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description] 

Model input

Model output

Label

Settings (e.g., drops, clutter param, mix)

Dataset size

AI/ML complexity

Horizontal pos. accuracy at CDF=90% (m)

Train

Test

Train

test

Model complexity

Computation complexity

AI/ML

Agreement

For AI/ML-assisted positioning, companies report which construction is applied in their evaluation:

(a) Single-TRP construction: the input of the ML model is the channel measurement between the target UE and a single TRP, and the output of the ML model is for the same pair of UE and TRP. 

(b) Multi-TRP construction: the input of the ML model contains N sets of channel measurements between the target UE and N (N>1) TRPs, and the output of the ML model contains N sets of values, one for each of the N TRPs.

Note: For a measurement (e.g., RSTD) which is a relative value between a given TRP and a reference TRP, the TRP in “single-TRP” and “multi-TRP” refers to the given TRP only. 

Note: For single-TRP construction, companies report whether they consider same model for all TRPs or N different models for TRPs

Agreement

For the model input used in evalutions of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 

· Note: CIR and PDP may have different dimensions. 

· Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.



2. Discussion
2.1. Scenarios and performance metrics

The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. The InF-DH scenario with size 120m*60m and cluster density {0.6, 6m, 2m} is adopted in the previous meetings for evaluation. In the following simulation, we use the CDF of the positioning accuracy, achieved positioning accuracy at 50%, 67%, 80%, and 90% percentiles as performance metrics.

2.2. Dataset

For deep learning neural network, the performance of a model is closely related to its structure, hyperparameters, and dataset. Therefore, choosing an appropriate dataset is crucial for the research of wireless location algorithms. To make the performance comparable, we use datasets provided in [3] generated from system-level simulations based on the scenario assumptions defined in Appendix A. We choose a dataset that simulates 1 drop in which 80,000 UEs are dropped. The dataset has a total of 80,000 entries, of which 98% of the dataset is used as the training data and 2% of the dataset is used as the testing data. Its composition is shown in Table 1.

Table 1: Composition of the dataset

	Dataset

	Total dataset size
	80,000

	Training/Testing dataset size
	74,000/1600

	Input
	CIR/TOA/DL-TDOA/RSRP

	Label
	True UE position

	TOA input size
	80,000*18

	DL-TDOA input size
	80,000*18

	RSRP input size
	80,000*18

	CIR input size
	80,000*18*256

	Label size
	80,000*2

	Note: 80,000 indicates the size of the dataset; 18 indicates the number of base stations; 2 indicates that the position coordinates of the UE are two-dimensional.


2.3. Direct AI/ML positioning
For Direct AI positioning, as shown in Fig.1, the AI model can be deployed at the BS side. The datasets and model inputs, e.g. the CIR vector, TOA vector, TDOA vector or RSRP vector, are reported from UE to the BS, and the UE location expressed as (x,y) is the model output by assuming fixed height of UE. 
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Figure 1 Direct AI/ML positioning framework

Time-domain channel response data points with the dimension of 18×256×2 is sampled by truncating the first 256 time-domain points based on the 1st Tx antenna element  and the 1st Rx antenna element from CIR. 
2.3.1. Models

The traditional positioning method will suffer performance reduction in multipath, non-line-of-sight (NLOS) positioning scenarios. Therefore, we propose the AI/ML-based positioning method. For comparing, we use the CHAN algorithm as the baseline to evaluate the traditional method. To reduce the complexity of the model, we adopt a simple multilayer perceptron model for localization. As shown in Figure 1, the input of the model is measurement information such as TOA, DL-TDOA, and RSRP, and the output of the model is the predicted value of UE coordinates, which can be expressed as (x, y). 
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Figure 1: AI/ML based positioning model

In addition, considering that there may be some correlation information between different measurement information that can help improve the positioning accuracy, we also design a hybrid positioning model as shown in Figure 2 to extract more expressive channel features. Taking the case where the input is RSRP and DL-TDOA as an example, we first use two multi-layer perceptron models to extract the 64-dimensional RSRP feature and DL-TDOA feature respectively, and then we concatenate these two features into a 128-dimensional fusion feature as the input of another multi-layer perceptron model to predict UE coordinates. It is similar to the case where the inputs to the model are the RSRP and TOA measurements.

[image: image3.png]



Figure 2: Hybrid positioning model 
Due to CIR is multi-dimensional channel impulse response matrix similarly with image, a Resnet model is adopted for direct AI/ML positioning scheme, which is often used in image processing field. For each sample of CIR, we use complex value in time domain, which can be reflected in the input dimension “18×256×2”. The three-dimensional input is generated from 18 TRPs CIR information received by one UE and the sampling points of FFT. Figure 3 illustrates the structure of proposed Resnet. In the first four reshape layers, CIR input is transformed into size 18×18×64, then 12 Convolution-2D layers with 3×3 kernels are applied while operating dimension reductions before the shortcut.
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Figure 3: Resnet model for AI/ML positioning
2.3.2. Simulation results

Table 2 records the positioning errors of different positioning schemes when the positioning accuracy is 50%, 67%, 80% and 90% percentiles, respectively. Figure 3 is the CDF corresponding to the positioning accuracy of the AI/ML based method. Besides, we use the agreed table in the last meeting to report our evaluation results as listed in Table 3. From the results listed in Table 2 and Figure 3, we can see that AI/ML based method can achieve significant improvements in localization accuracy. When using the traditional positioning algorithm for UE coordinate prediction, the positioning accuracy is more than 10 meters at 90% CDF percentiles. The AI/ML-based method can reduce the positioning error to within 1 meter. When using TOA, DL-TDOA and CIR respectively as the input of the direct AI/ML positioning model, the performance of CIR used as model input is the best, followed by TOA, and DL-TDOA. In addition, simulation results show that the positioning accuracy can be further improved when multiple measurement information is combined as the input of AI/ML model. The simulation results show that positioning error can be further reduced within 0.38 meters for 90% users when RSRP is introduced to acquire feature integration.
Observations 1: The positioning accuracy can be further improved when the measurement information is combined as the input of AI/ML model.

Proposal 1: Table 3 is used to report our evaluation results.

Proposal 2: Company are encouraged to report model generalization performance with measurements from less TRPs and different dataset size.

Table 2: Positioning accuracy for different schemes
	Methods
	50%
	67%
	80%
	90%

	Traditional method
	11.89
	13.62
	14.78
	16.36

	AI + TOA
	0.37
	0.46
	0.57
	0.69

	AI + DL-TDOA
	0.38
	0.49
	0.59
	0.73

	AI + CIR
	0.27
	0.36
	0.43
	0.54

	AI + RSRP +TOA
	0.22
	0.29
	0.36
	0.43

	AI + RSRP + DL-TDOA
	0.19
	0.25
	0.31
	0.38
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Figure 3: CDF of Positioning Accuracy for AI-based methods

Table 3. Evaluation results for AI/ML model deployed on network-side, without model generalization

	Model input
	Model output
	Label
	Settings (clutter parameter)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	Test
	Model complexity
	Computation complexity
	AI/ML

	TOA
	Predicted UE position
	True UE position
	[0.6,6m,2m]
	[0.6,6m,2m]
	78400 samples
	1600

samples
	75.7k
	75.1k
	0.69

	DL-TDOA
	Predicted UE position
	True UE position
	[0.6,6m,2m]
	[0.6,6m,2m]
	78400 samples
	1600 samples
	75.7k
	75.1k
	0.73

	CIR
	Predicted UE position
	True UE position
	[0.6,6m,2m]
	[0.6,6m,2m]
	78400 samples
	1600 samples
	145.9M
	2.8M
	0.54

	RSRP+TOA
	Predicted UE position
	True UE position
	[0.6,6m,2m]
	[0.6,6m,2m]
	78400 samples
	1600

samples
	184.2k
	182.8k
	0.43

	RSRP+DL-TDOA
	Predicted UE position
	True UE position
	[0.6,6m,2m]
	[0.6,6m,2m]
	78400samples
	1600 samples
	184.2k
	182.8k
	0.38


3. Conclusions

In this contribution, we focus on the evaluations of AI/ML-based positioning accuracy enhancement. Following observation and proposals are given:

Observations 1: The positioning accuracy can be further improved when the measurement information is combined as the input of AI/ML model.

Proposal 1: Table 3 is used to report our evaluation results.

Proposal 2: Company are encouraged to report model generalization performance with measurements from less TRPs and different dataset size.
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Appendix A
The settings of the scenarios simulation parameters are as follows [3]:

	Parameter
	Values

	Scenario
	InF-DH

	Hall size
	120x60 m

	Room height
	10 m

	{clutter density, height, size}
	{0.6,6m,2m}

	Bandwidth
	100M

	Total gNB TX power, dBm
	24dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), 

dH=dV=0.5λ

	UE antenna height
	1.5m

	Carrier frequency, GHz 
	3.5GHz

	Subcarrier spacing, kHz
	30kHz for 100MHz 

	BS deployment
	18 BSs on a square lattice with spacing D, located D/2 from the walls.

-
L=120m x W=60m, D=20m
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	Spatial Consistency
	No



	Synchronization between BS and UE
	Ideal

	Note: All datasets are generated according to 3GPP TR 38.857.


Appendix B

The simulation parameters related to AI model training can be found in Table B.1.

Table B.1 Parameters of AI model training

	Parameter
	Model 1
	Model 2
	Model 3

	methods
	Direct AI/ML positioning
	Direct AI/ML positioning
	Direct AI/ML positioning

	AI model 
	Multilayer perception model
	Hybrid model
	Resnet

	BS number
	18
	18
	18

	Input
	TOA/TDOA 1×18
	TOA/TDOA/RSRP 1×18
	CIR 18×256×2

	Output
	Location (x, y)
	Location (x, y)
	Location (x, y)

	Synchronization
	Ideal
	Ideal
	Ideal

	Channel estimation
	Ideal
	Ideal
	Ideal

	Learning rate
	0.0005
	0.0005
	0.1

	Batch size
	32
	32
	512

	Epoch
	2k
	2k
	600

	Loss function
	Mean square error
	Mean square error
	Mean square error

	Opimizer
	Adam
	Adam
	Adam

	Training dataset
	78.4k
	78.4k
	78.4k

	Test dataset
	1.6k
	1.6k
	1.6k
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