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Introduction
In RAN1#110b-e meeting [1], the following agreements were made on the network verified location.
Agreement
Deprioritize the discussion on UE location verification during initial access.

Agreement
For the evaluation of time based positioning methods, further evaluation results taking into account satellite movement between TX and RX measurements should be provided.
· How this is characterised is also reported by companies

In this contribution, we present the discussion on the network verified location.

Discussion
The accurate UE location information is necessary to be known at the network. When a UE attaches to the mobile network, the RAN selects the appropriate core network for the UE taking into account, among other things [2]:
-	UE identifiers;
-	UE's selected PLMN;
-	UE location information (including the serving cell as known to the serving RAN node).
In NR NTN, the UE is assumed to have GNSS capability. The UE may send GNSS measurements to the RAN over RRC, but this has at least the following drawbacks [2]:
-	In principle, just as a malicious UE could fake its selected PLMN, it could also fake its GNSS measurements;
-	Sending GNSS measurements over RRC before AS security is set up raises security and privacy issues.
Thus it is necessary to support the network verified location in Rel-18. The UE location information is considered verified if the reported UE location is consistent with the network based assessment to within 5-10 km (similar to terrestrial network macro cell size), enabling country discrimination and selection of an appropriate core network in order to support all the regulatory services (i.e. emergency call, lawful intercept, public warning, charging/billing).
It was agreed in RAN3 that the location verification is performed in the CN. If the reported UE location is not correct, the CN will take necessary action and Rel-17 behaviour can be kept as baseline. In our understanding, the CN is taking full control of the location verification. It would up to the CN’s control to trigger the UE verification procedure.
Proposal 1: The triggering of the location verification is up to the CN’s decision. It is not needed to further discuss how to trigger the location verification in RAN1 WG.


Considering that in the initial phase of deployment, it is hard for the UE to have multiple satellites in view, and then the scenario of single satellite (or HAPS) in view by the UE at a time is considered with higher priority. It was agreed that the multi-RTT and DL/UL-TDOA can be used for the location verification.
For the DL-TDOA based solution, the target UE can measure the TDOA at different time instants with single satellite in view as illustrated in the figure below:
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Figure 1: DL-TDOA based positioning with single satellite 
RTT estimation error

For the multi-RTT based solution [4], it makes use of the UE Rx-Tx time difference measurements of downlink signals received from the same satellite at multiple different instants (i.e. DL-PRS), measured by the UE reported to the gNB and the measured gNB Rx-Tx time difference measurements, of uplink signals transmitted from UE (i.e. UL-SRS) at multiple time instants. However, the movement of the satellite have impact on the RTT estimation as transmission delay between UE and satellite at the gNB’s PRS transmission timing with that at the gNB’s SRS reception timing. The RTT estimation error is related to the timing difference between tUE-Rx and tUE-Tx. For the RTT estimation error on the feeder-link, it can be handled by the gNB, while for the RTT estimation error on the service link, the UE can report the timing difference accompanying the SRS transmission.
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Figure 2: Illustration of the RTT estimation error
Proposal 2: The RTT estimation error due to the movement of the satellite should be taken into account.
Proposal 3: The RTT estimation error on the feeder-link can be handled the gNB.
Proposal 4: The timing difference between the Rx to Tx at the UE side can be reported.

Timing error
It is widely discussed in previous meeting that how to model the timing error. The timing error for both DL PRS and/or UL SRS is dependent on the channel condition as well as the elevation angle. The timing error is illustrated in the table below in our evaluation:

Table 2: Timing error for PRS detection in LEO 600km
	Elevation Angle(°)
	Mean
SNR(dB)
	Maximum
timing measurement error/ns

	
	
	50%
	90%
	95%

	80-90
	3.62
	2.92
	9.99
	11.24

	70-80
	3.40
	2.91
	9.07
	10.94

	60-70
	2.94
	2.73
	9.12
	10.58

	50-60
	2.21
	2.72
	8.81
	10.73

	40-50
	1.16
	2.68
	9.29
	10.65


Table 3: Timing error for SRS detection in LEO 600km
	Elevation Angle(°)
	Mean
SNR(dB)
	Maximum
timing measurement error/ns

	
	
	50%
	90%
	95%

	80-90
	-17.97
	5.38
	20.70
	30.86

	70-80
	-18.19
	5.42
	20.80
	45.54

	60-70
	-18.65
	5.70
	20.29
	24.05

	50-60
	-19.38
	5.64
	20.32
	23.36

	40-50
	-20.43
	6.01
	22.04
	24.31


As observed in the evaluation results for the elevation angle large than 40 degrees, the timing measurement error is around 11ns for PRS detection. While for the SRS measurement, the maximum timing error is around 50ns.  For the case that the elevation angle is smaller than 40 degrees, the maximum timing error increase significantly.

Positioning performance

In the following, the simulation result using DL-TDOA and multi-RTT is provided on the positioning accuracy in single satellite scenario. Detailed simulation assumption can be found in the appendix. The measurement period is the time interval to perform a TDOA and multi-RTT measurement while the observation times is 3 in our evaluation.
Table 5: Evaluation results for DL-TDOA for LEO 600KM
	Measurement interval/s
	Horizontal positioning error/m

	
	50%
	67%
	80%
	90%
	95%

	5
	6.35*102
	9.96*102
	1.37*103
	1.86*103
	2.53*103

	10
	1.63*102
	2.45*102
	3.39*102
	4.66*102
	6.31*102

	15
	76.54
	1.18*102
	1.60*102
	2.15*102
	2.74*102

	20
	40.60
	61.62
	86.59
	1.26*102
	1.58*102



Table 5: Evaluation results for multi-RTT for LEO 600KM
	Measurement interval/s
	Horizontal positioning error/m

	
	50%
	67%
	80%
	90%
	95%

	1
	6.82
	10.76
	16.12
	6.33*102
	7.62*103

	3
	2.74
	4.06
	5.88
	6.96*102
	2.62*103

	5
	1.73
	2.49
	3.54
	6.96*102
	1.98*103

	10
	1.17
	1.64
	2.36
	4.67*102
	1.29*103




It can be observed that the measurement interval has significant impact on the positioning accuracy. The positioning accuracy is improved with the increase of the measurement interval. Meanwhile, the positioning accuracy for multi-RTT based solution is better than the DL-TDOA based solution for LEO-600KM scenario. The positioning accuracy can be achieved by both multi-RTT and DL-TDOA based solution.

Proposal 5: The DL-TDOA and multi-RTT based solution are feasible to support the network verified location at least from the accuracy aspects.

Latency of the location verification
The latency issues have been widely discussed in previous meeting. No regulatory requirement has been identified on the latency aspect for the Emergency call, Lawful intercept (LI), Public warning Service (PWS) and Charging and Tariff notifications in [2]. The end to end delay for the network verified location may be consisted of three parts, one is the RTT which is dependent on the height of the satellite obit. Another one is the high layer delay. The third one is the observation times and measurement interval. The high layer delay can be consisted of multiple components as analysed in the table below [3]:
Table 1: Latency Components [3]
	Label
	Latency 
[ms]
	Description

	 Processing Latencies

	TUEProc-RRCReconf
	10
	RRC Reconfiguration processing

	TUEProc-RRCDLInfo
	5
	RRC DL information transfer 

	TUEProc-RRCULInfo
	2-5
	RRC UL information transfer

	TUEProc-RRCLocationMeas
	2-5
	RRC Location Measurement Indication

	TUEProc-LPPCapab
	10-20
	LPP Provide Capabilities

	TUEProc-LPPAssi
	10
	LPP Provide Assistance Data

	TUEProc-LPPLocationRe
	5
	LPP Request/Provide Location Information

	TUEProc-MAC-SRSAct
	1-3
	MAC-CE SRS Activation/Deactivation

	TgNBProc-RRC
	3
	RRC Processing

	TgNBProc-NRPPa
	3
	NRPPa Processing

	TgNBProc-NAS/LPP
	3
	NAS/LPP Processing

	TAMFProc
	3
	AMF Processing

	TLMFProc
	3
	LMF Processing

	Signalling Propagation Delays between Nodes

	TUE-gNB
	0-0.5
	

	TgNB-AMF
	3-10
	

	TAMF-LMF
	1-10
	

	TAMF-GMLC
	3-10
	

	Positioning Measurement Latencies

	TLMF-Calc
	2-30
	Position Calculation latency

	TDL-Meas
	88.5
	Estimated minimum DL PRS measurement time in Rel.16 can be 88.5ms depending on DL PRS configuration settings.

	TUL-Meas
	12
	SRS for positioning measurement time of 12 ms can be achieved under certain SRS for positioning configuration settings depending on the frame configuration.



Based on the analysis, the overall delay for the network verified location is around (200ms + RTT) * observation times + (observation times -1) * measurement interval. For example, the overall delay is around (200ms + 25ms) * 3 +2*5s, which is around 11s for LEO-600KM based on the DL-TDOA solution. Whether this is feasible or not to support the network verified location is dependent on the service requirement.
Observation 1: The estimated time to complete the network verified location is around tens of seconds.
Proposal 6: Further check if the time based solution is feasible or not to support the network verified location based on the LS response from the SA WG.
Conclusions
In this contribution, we present the discussion on the network verified location and some preliminary simulation results are provided. Based on our analysis, we have the following observations and proposals:
Observation 1: The estimated time to complete the network verified location is around tens of seconds.

Proposal 1: The triggering of the location verification is up to the CN’s decision. It is not needed to further discuss how to trigger the location verification in RAN1 WG.
Proposal 2: The RTT estimation error due to the movement of the satellite should be taken into account.
Proposal 3: The RTT estimation error on the feeder-link can be handled the gNB.
Proposal 4: The RTT estimation error on the service-link can be reported by the UE.

Proposal 5: The DL-TDOA and multi-RTT based solution are feasible to support the network verified location at least from the accuracy aspects.
Proposal 6: Further check if the time based solution is feasible or not to support the network verified location based on the LS response from the SA WG.
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Appendix
	Parameter
	Description/Value

	Scenarios 
	Rural, LOS

	Satellite Orbit
	600km, 1200km

	Satellite parameters
	Reuse Set-1satellite parameters as in table 6.1.1.1-1/2 of TR38.821 

	Channel model/ Delay spread
	Based on section 6.7.2 of TR 38.811

	FR/Carrier frequency
	FR1: 2GHz, S-band (n256).

	BW
	10MHz (52 RB)

	Subcarrier spacing, kHz
	15

	Number of satellite in view
	1

	Orbit inclination
	90°

	UE type
	Handheld terminal

	UE related parameters
	Handheld UE characteristics as in Table 6.1.1.1-3 of TR38.821 with update of polarization, Tx/Rx antenna gain, and antenna type and configuration as agreed under AI 9.12.1

	Positioning signals
	PRS for DL-TDOA, PRS and SRS for Multi-RTT

	Reference Signal Physical Structure and Resource Allocation (RE pattern)
	PRS: comb-2
SRS: comb-2

	RS type of sequence/number of ports
	PRS: Gold, 1 port
SRS: ZC, 1 port

	Number of symbols used per occasion
	PRS: 2
SRS: 12

	number of occasions used per positioning estimate
	3

	Time window for measurement collection
	[-T, 0, T], T=1, 3, 5, 10, 15, 20, 25, 30s

	Interference modelling (ideal muting, or other)
	Ideal muting

	Reference Signal Transmission Bandwidth
	PRS: 52 RB
SRS: 52 RB

	Reference point for timing measurement
	Satellite

	Description of positioning technique / applied positioning algorithm 
	Taylor series

	UE speed
	3km/h

	Performance metrics
	Horizontal accuracy (UE 2D position accuracy)
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