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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN1#109e, RAN1#110 and RAN1#110bis-e, companies have reached some agreements on the evaluation methodology for AI/ML for Beam Management use case [1] [2] [3], including evaluation KPIs, their definitions and options for potential down-selection. Major configurations/parameters for baseline and dataset generation have also been agreed. However, there are still some issues that companies didn’t reach consensus in RAN#110bis-e related to Beam Management use case [4].  In this contribution, we further discuss some of those issues, focusing more on spatial-domain beam prediction sub use case.
In addition, we also discuss spatial-domain beam prediction model generalization results, focusing on the following:
· Study/evaluate AI/ML model generalization on varying Set B beam patterns between model training phase and model inference phase 

Continued discussion on evaluation methodology for AI/ML based beam management
Model generalization evaluation
The following working assumption related to model generalization evaluation was agreed in RAN1#110bis-e.Working assumption: 
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two



Working assumption (cont.): 
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B

During the discussion of the CSI feedback enhancement use case, companies have agreed to consider Case 2A separately as one option to evaluate the performance on using a fine-tuning dataset which is constructed from scenario/configuration different than the training dataset to update the AI/ML model. Thus, we suggest removing the FFS for Case 2A for beam management use case as well.
Proposal 1: Adopt Case 2A as a separate evaluation option for model generalization as follows:
For the evaluation of the potential performance benefits of model fine-tuning of beam management use case, which is optionally considered by companies, the following case is taken:
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
 Note: the above has been agreed during the discussion of CSI feedback enhancement use case.

Model generalization evaluation reporting
During RAN1#110bis-e, a general working assumption was agreed for companies to report evaluation results for beam management (for both BM-Case1 and BM-Case2) without generalization as depicted in the table below.
Working Assumption
For both BM-Case1 and BM-Case 2, the following table is adopted as working assumption for reporting the evaluation results.
Table X. Evaluation results for [BM-Case1 or BM-Case2] without model generalization for [DL Tx beam prediction or Tx-Rx beam pair prediction or Rx beam prediction]
	
	Company A
	……

	Assumptions
	Number of [beams/beam pairs] in Set A
	
	

	
	Number of [beams/beam pairs] in Set B
	
	

	
	Baseline scheme
	
	

	AI/ML model
input/output
	Model input
	
	

	
	Model output
	
	

	Data Size
	Training
	
	

	
	Testing
	
	

	AI/ML model
	[Short model description]
	
	

	
	Model complexity
	
	

	
	Computational complexity
	
	

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	[KPI A]
	
	

	
	
	[KPI B]
…
	
	

	
	[L1-RSRP Diff]
	[Average L1-RSRP diff]
…
	
	

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead]
	
	

	
	
	[UCI report]
	
	

	
	
	[UPT]
…
	
	



For generalization evaluation, companies may be using datasets generated with different assumptions, from different scenarios/parameters and/or baselines, etc. between training phase and inference phase, thus, the attributes specified in Table X above need to be reported for training and inference separately. In addition, the following attributes should also be considered as part of the results:
· Deployment scenarios in training and inference, e.g., UMa, UMi, or others.
· Outdoor/indoor UE distributions in training and inference, e.g., 80% indoor, 20% outdoor, or others.
· UE mobilities in training and inference, e.g., 3 km/h indoor, 30 km/h outdoor, or others.
· UE configurations in training and inference, e.g., antenna setup and port layouts, or others.
· gNB configurations in training and inference, e.g., antenna setup and port layouts, or others.
· Traffic model assumed in training and inference, e.g., full buffer, FTP mode 1, or others.

Proposal 2: For model generalization evaluation and result collection, reuse the attributes included in Table X as starting point (Table X was agreed as working assumption from RAN1#110bis-e [2]) while companies should report the attributes for training scenario/configuration and inference scenario/configuration separately.
Proposal 3: For model generalization evaluation and result collection, further include the following attributes in the evaluation result report template in addition to those specified in Table X from RAN1#110bis-e [2]:
· Deployment scenarios in training and inference (e.g., UMa, UMi, or others)
· Outdoor/indoor UE distributions in training and inference (e.g., 80% indoor, 20% outdoor, or others)
· UE mobilities in training and inference (e.g., 3 km/h indoor, 30 km/h outdoor, or others)
· UE configurations in training and inference (e.g., antenna setup and port layouts, or others)
· gNB configurations in training and inference (e.g., antenna setup and port layouts, or others)
· Traffic model assumed in training and inference (e.g., full buffer, FTP mode 1, or others)
Note: companies only need to populate the attributes that are relevant to their evaluations (not all the attributes).

Model generalization evaluation on various Set B beam patterns
Regarding the scenarios/configurations related to model generalization evaluation for beam management use case, RAN1#110bis-e has reached the following agreement.Agreement: 
· For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, the set of scenarios/configurations are considered focusing on one or more of the following aspects as a starting point:
· Scenarios
· Various deployment scenarios 
· Various outdoor/indoor UE distributions 
· Various UE mobility 
· Configurations
· Various UE parameters 
· Various gNB settings 
· [Various Set B of beam(pairs)]
· Other aspects of scenarios/configurations are not precluded
· The selected scenarios/configurations for generalization verification may consider the AI model inference node (e.g., @UE or @gNB) and use case (e.g., BM-Case1, or BM-Case2)
· Companies to report the selected scenarios/configurations for generalization verification
· Note: other approaches for achieving good generalization performance for AI/ML-based schemes are not precluded.


In our contribution for RAN1#110bis-e [5], we discussed AI/ML model generalization evaluation between UMa and UMi deployment scenarios and between different frequencies, i.e., 2GHz and 4GHz.
In this section, we further discuss AI/ML model generalization evaluation results of different Set B of beam patterns between training phase and inference phase for spatial-domain beam prediction (BM-Case1) with one-sided AI/ML model inference on NW-side. 
Our study focuses on the following:
· Scenario/channel models: Dense Urban/UMa (S1)
· Sampling approaches in training:
· Fixed Set B beam pattern
· In this option, a fixed beam pattern with M select beams out of all the available beam pairs is applied for all the input samples. In our experiment, M = 32, out the total 256 beam pairs. 
· Set B is variable with a set of pre-configured beam patterns, each pattern with a fixed length
· In this option, we pre-defined a set of N (N = 5) different beam patterns, each with M selected beam pairs (M = 32), then one of them will be randomly chosen as training input for each sample.
· Evaluations:
· Baseline
· Model_S1 is trained using dataset from S1 only and tested using dataset from S1 with either Fixed Set B beam pattern as input and output, or with variable Set B beam patterns as input and output.
· Naïve transfer approach
· Using various Set B beam patterns as input in the inference that are different than the Set B beam patterns used in the training phase. 
Dataset generation
For dataset construction, we use the agreed-upon assumptions and simulation parameters from RAN1#109e and RAN1#110 (in updated Table 2.1-1 [2]). To evaluate model generalization, we use the following scenario and configurations:
· Dense Urban deployment scenario and UMa channel model
Some major parameters used in generating datasets are indicated in Table 2.1.
Table 2-1: Simulation parameters for dataset generation
	Parameter
	Value

	Scenario
	Dense Urban 38.901,7 sites, 3 cells per site

	Carrier frequency
	30 GHz

	Subcarrier spacing
	120 kHz

	System BW
	80 MHz

	ISD
	200 m

	Channel model
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 1 1 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams
Horizontal angle = [-75 -54, -32, -11, 11, 32, 54, 75]
Vertical angle = [-45, -15, 15, 45]

	UE RX beam pattern
	8 Rx beams
Horizontal angle = [-65, -46, -28, -9, 9, 28, 46, 65]
Vertical angle = [0]

	Indoor UE fraction
	80%

	Spatial consistency 
	False

	Rotation
	False



The above configurations are used to generate the datasets for our study on various Set B beam patterns.
AI/ML model training/testing parameters
For AI/ML model architecture, we use Transformer as a base with some modifications. The results were generated using the final NN weights that performed the best in validation samples. The details of the training parameters are described in Table 3.1.2-1. Note that for ease of comparison, we fix the Set B beam length as 32.
Table 3.2-1: AI/ML model training parameters
	AI/ML model training detail
	Value

	Type
	Transformer-based NN

	Set B beam size
	32

	Training dataset size
	405K

	Validation dataset size
	45K

	Testing dataset size
	50K

	Batch size
	512

	Epoch
	500



Evaluation cases
As discussed above, we evaluate the performance when a previously trained AI/ML model for spatial-domain beam prediction using either fixed Set B pattern or a set of pre-configured Set B patterns as input is directly used to perform prediction when a different Set B pattern (for the fixed Set B case) or a different set of Set B patterns (for the pre-configured Set B patterns case) is used as input to the trained AI/ML model.
Table 3.3-1 describes test cases and corresponding Set B beam patterns used in AI/ML model training and inference.

Table 3.3-1: Evaluation cases and corresponding Set B beam patterns 
	Eval. case
	Set B in Training
	Set B pattern(s) in Inference
	Set B length in Inference
	Description

	1
	Fixed
	Fixed (same as training)
	Fixed (same as training)
	Baseline for fixed Set B

	2
	Fixed
	Fixed (different than training)
	Fixed (same as training)
	Only 1 (out of 32) beam is changed 

	3
	Variable
	Variable (same set of patterns as used in training) 
	Fixed (same as training)
	Baseline for variable Set B

	4
	Variable
	Variable (different than the set of patterns used in training)
	Fixed (same as training)
	Modifying one (out of 5) pre-configured beam pattern, in which 1 (out of 32) beam in the pattern is changed

	5
	Variable
	Variable (different than the set of patterns used in training)
	Fixed (same as training)
	Modifying every pre-configured Set B pattern (total is 5), in which only 1 beam in the pattern is changed

	6
	Fixed
	Fixed (different than training)
	Fixed (one less beam in Set B than in training)
	Modifying Set B by removing 1 beam (out of 32)



Note: Results for evaluation case 6 is separately discussed in the following sub-sections.

Evaluation results
In this sub-section, we discuss the evaluation results for fixed Set B beam pattern and pre-configured Set B beam patterns as described in the Evaluation cases sub-section.
Evaluation results for fixed Set B beam pattern
For fixed Set B, we also fix number of beams to be 32 to simplify the comparison. The following fixed Set B beam patterns are used in the evaluation.
Pattern-B1: this is the fixed Set B pattern used in training the AI/ML model. Sampled beam indices in Pattern A are listed below and depicted in Figure 3.4.1-1.
Note: In our study, Set B is a subset of Set A which has 256 beam pairs.
[0, 15, 17, 30, 34, 45, 51, 60, 68, 75, 85, 90, 102, 105, 119, 120, 135, 136, 150, 153, 165, 170, 180, 187, 195, 204, 210, 221, 225, 238, 240, 255]Figure 3.4.1-1: Fixed Set B (Pattern A) used in AI/ML model training


Pattern-B2: this pattern is modified from Pattern-B1 by changing either the first beam or the last beam in Pattern-B1, e.g., “Pattern-B2 => Idx[0]=1” means Pattern-B2 is the same as Pattern-B1 except the beam in index 0 of Set B is changed to be beam 1.
Table 3.4.1-1 depicts the results of Set B beam pattern changes when the AI/ML model was trained using fixed Set B beam pattern.
 
Table 3.4.1-1: Evaluation results when fixed Set B beam pattern is used in training
	Fixed Set B (length = 32)

	Training Pattern
	Eval case
	Testing Pattern
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	
	
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	Pattern-B1
	1
	Pattern-B1
(baseline)
	0.5543
	0.7529
	0.8865
	0.9350
	0.9591
	1.07
	0.49
	0.18
	0.09
	0.06

	
	2
	Pattern-B2 => Idx[0]=1
	0.0270
	0.0451
	0.0842
	0.1350
	0.1768
	15.05
	12.40
	9.45
	7.20
	5.96

	
	
	Pattern-B2 => Idx[0]=2
	0.0326
	0.0544
	0.0855
	0.1054
	0.1237
	13.18
	11.04
	8.86
	7.80
	6.97

	
	
	Pattern-B2 => Idx[0]=8
	0.0114
	0.0160
	0.0424
	0.0584
	0.0654
	18.58
	16.54
	14.18
	12.71
	12.09

	
	
	Pattern-B2 => Idx[31]=241
	0.0123
	0.0315
	0.0595
	0.0791
	0.0966
	18.30
	14.42
	10.36
	8.75
	7.68

	
	
	Pattern-B2 => Idx[31]=254
	0.0446
	0.0750
	0.1296
	0.1932
	0.2440
	13.62
	11.32
	8.01
	5.97
	4.92


 
From the results above, we can observe that prediction performance degrades significantly when the input beam pattern in the inference phase is different than the beam pattern used in the training phase.
Observation 1: In spatial-domain beam prediction using fixed Set B beam pattern in AI/ML model training phase, performance degrades significantly when Set B beam pattern changes in model inference phase. 
Evaluation results for fixed Set B beam pattern when one beam is missing in inference phase
As discussed in the previous sub-section, beam prediction performance degrades when Set B beam pattern used in the model inference phase is different than the pattern used in the model training phase while Set B length is the same as the training phase, when fixed beam pattern is used in training the AI/ML model. Another evaluation scenario (i.e., Eval. Case 6) is to understand the performance impact when Set B length in the inference phase is different than the training phase, e.g., in the case when the measurements for one of the beams in Set B become unavailable / missing.
The steps involved in this evaluation case include:
1) Use the defined fixed Set B with length = 32, denoted as Pattern-B1, as input to train the AI/ML model for spatial-domain beam prediction as indicated below.
[0, 15, 17, 30, 34, 45, 51, 60, 68, 75, 85, 90, 102, 105, 119, 120, 135, 136, 150, 153, 165, 170, 180, 187, 195, 204, 210, 221, 225, 238, 240, 255]
2) Use the same fixed Set B pattern with length = 32, i.e., Pattern-B1, as the input in the inference phase as the baseline, which would be the upper bound of the prediction performance.
3) For each beam available in Set B (total = 32), drop 1 beam at a time, and use the remaining 31 beam pairs as input in the inference phase and gather the prediction performance. Note: there are 32 sets of results.
4) The final performance for missing one beam is the average of the above 32 results and Table 3.4.2-1 describes the results.

Table 3.4.2-1: Evaluation results with 1 missing beam pair in Set B when using fixed Set B in training 
	Fixed Set B (length = 32)

	Training Pattern
	Eval case
	Testing Pattern
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	
	
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	Pattern-B1
	6
	Pattern-B1
(baseline)
	0.5543
	0.7529
	0.8865
	0.9350
	0.9591
	1.07
	0.49
	0.18
	0.09
	0.06

	
	
	Pattern-B2 (removing 1 beam from Set B1)
	0.1339
	0.2325
	0.3593
	0.4438
	0.5085
	8.15
	5.59
	3.46
	2.51
	1.96



From the results above, we can observe that prediction performance degrades significantly when some (at least one) beam pair measurements are missing in Set B during the inference phase. We also noticed that the performance degradation when missing 1 beam pair’s measurements in Set B is less serious compared to when only 1 beam pair in Set B beam pattern changed during inference as depicted in Table 3.4.1-1 at least from our experiment. However, further study is needed to draw conclusions.  
Observation 2: In spatial-domain beam prediction using fixed Set B beam pattern in AI/ML model training phase, performance degrades significantly when at least one of the beam pairs in Set B is missing during model inference phase. 
Evaluation results for variable (pre-configured) Set B beam patterns
For variable Set B beam patterns, we pre-configured a set of Set B beam patterns (denoted as Pattern Set B1) in which the Set B length is also fixed at 32 for each pattern. 
· Training phase: the AI/ML model is trained using a set of N pre-configured Set B beam patterns. In our experiment, we pre-configured 5 Set B beam patterns for training the AI/ML model, which is denoted as Pattern Set B1.
· Inference phase: another 8 sets of patterns were chosen as the input to the trained AI/ML model during the inference phase. These 8 sets (denoted as Pattern Set B2 to Pattern Set B9) are different from Patterns Set B1 used in the training phase. 
Table 3.4.2-1 describes the variable Set B beam patterns used in the inference phase.

Table 3.4.2-1: Variable Set B beam patterns used in inference phase
	Eval. case
	Pattern Set
	Set B in Inference
	Set B length in Inference
	Description

	3
	B1
	Variable (same patterns as training)
	32 (same as training)
	Baseline for variable Set B

	5
	B2
	Variable (different patterns than training)
	32 (same as training)
	Modifying every pre-configured pattern in Pattern Set B1 by changing the beam in index 0 of the pattern to a beam randomly selected from (0, 255)

	5
	B3
	Variable (different patterns than training)
	32 (same as training)
	Modifying every pre-configured pattern in Pattern Set B1 by changing the beam in index 0 of the pattern to a beam randomly selected from (5, 15)

	5
	B4
	Variable (different patterns than training)
	32 (same as training)
	Modifying every pre-configured pattern in Pattern Set B1 by changing the beam in index 0 of the pattern to the (50 + pattern ID)’s beam.

	5
	B5
	Variable (different patterns than training)
	32 (same as training)
	Modifying every pre-configured pattern in Pattern Set B1 by changing the beam in index 0 of the pattern to the (5 + pattern ID)’s beam.

	4
	B6
	Variable (different patterns than training)
	32 (same as training)
	Modifying the 1st (out of 5) pre-configured beam pattern in Pattern Set B1 by changing the beam in index 0 of the pattern to a beam randomly selected from (0, 255)

	4
	B7
	Variable (different patterns than training)
	32 (same as training)
	Modifying the 2nd (out of 5) pre-configured beam pattern in Pattern Set B1 by changing the beam in index 0 of the pattern to a beam randomly selected from (0, 255)

	4
	B8
	Variable (different patterns than training)
	32 (same as training)
	Modifying the 1st (out of 5) pre-configured beam pattern in Pattern Set B1 by changing a beam randomly selected from the beam index (0, 31) to a beam randomly selected from (0, 255)

	4
	B9
	Variable (different patterns than training)
	32 (same as training)
	Modifying one randomly selected beam pattern (out of 5) in Pattern Set B1 by changing a beam randomly selected from the beam index (0, 31) from the pattern to a beam randomly selected from (0, 255)



Table 3.4.2-2 depicts the results of variable Set B beam patterns change during the inference when the model was trained using a different set of Set B beam patterns. 

Table 4: Evaluation results when variable Set B beam patterns are used in training
	Variable Set B Patterns (length = 32 in each pattern)

	Training Pattern
	Testing Pattern
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	Pattern Set B1
	Pattern Set B1
(Baseline)
	0.4748
	0.6620
	0.8102
	0.8744
	0.9099
	5.23
	1.93
	1.03
	0.45
	0.26

	
	Pattern Set B2
	0.0684
	0.1118
	0.1718
	0.2154
	0.2499
	5.16
	15.54
	13.05
	10.61
	9.21

	
	Pattern Set B3
	0.0096
	0.0183
	0.036
	0.0512
	0.0624
	5.23
	20.59
	17.84
	15.18
	13.65

	
	Pattern Set B4
	0.0424
	0.0850
	0.1496
	0.1961
	0.2329
	5.24
	15.71
	11.89
	8.91
	7.47

	
	Pattern Set B5
	0.0115
	0.0204
	0.0405
	0.0544
	0.0662
	5.23
	20.12
	17.56
	14.69
	13.33

	
	Pattern Set B6
	0.3923
	0.5532
	0.6861
	0.7485
	0.7849
	5.22
	4.46
	3.23
	2.30
	1.89

	
	Pattern Set B7
	0.3859
	0.5405
	0.6692
	0.73
	0.7665
	5.22
	4.98
	3.70
	2.65
	2.18

	
	Pattern Set B8
	0.3896
	0.5489
	0.6801
	0.7411
	0.7770
	5.24
	4.62
	3.38
	2.42
	2.01

	
	Pattern Set B9
	0.3901
	0.5474
	0.6773
	0.7374
	0.7727
	5.23
	4.76
	3.52
	2.53
	2.11



In the case that Set B contains variable beam patterns, from the results above, we can observe that prediction performance degrades when the input beam pattern(s) are different than the patterns in the pattern set used in the training phase. We also observed when beam pattern changes in every input, the performance degradation is more significant compared to only ~20% of the input beam pattern changes. Note that this is observed when we only changed one of the beam patterns (out of 5 pre-configured patterns in Set B, which is ~20%).  
When comparing the results of using fixed Set B vs. using variable Set B in model training phase, more study is needed to draw conclusion whether there is significant performance difference in the inference phase when different beam patterns are used as input (e.g., the performance may also depend on the relative position of the changes).   
Observation 3: In spatial-domain beam prediction using variable Set B beam patterns in AI/ML model training phase, performance degrades significantly when Set B beam patterns changes in model inference phase. 
Observation 4: In spatial-domain beam prediction using variable Set B beam patterns in AI/ML model training phase, when Set B pattern changes in model inference phase, less performance degradation is observed when only a subset of the beam patterns used as input in the inference phase are different from the beam patterns used in the training phase compared to when all the beam patterns used as input in inference phase are different than the training phase. 

Conclusions
In this contribution, we discussed our study on evaluation results of AI/ML-based spatial beam prediction on both performance and AI/ML model complexity; our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 1: Adopt Case 2A as a separate evaluation option for model generalization as follows:
For the evaluation of the potential performance benefits of model fine-tuning of beam management use case, which is optionally considered by companies, the following case is taken:
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
 Note: the above has been agreed during the discussion of CSI feedback enhancement use case.
Proposal 2: For model generalization evaluation and result collection, reuse the attributes included in Table X as starting point (Table X was agreed as working assumption from RAN1#110bis-e [2]) while companies should report the attributes for training scenario/configuration and inference scenario/configuration separately.
Proposal 3: For model generalization evaluation and result collection, further include the following attributes in the evaluation result report template in addition to those specified in Table X from RAN1#110bis-e [2]:
· Deployment scenarios in training and inference (e.g., UMa, UMi, or others)
· Outdoor/indoor UE distributions in training and inference (e.g., 80% indoor, 20% outdoor, or others)
· UE mobilities in training and inference (e.g., 3 km/h indoor, 30 km/h outdoor, or others)
· UE configurations in training and inference (e.g., antenna setup and port layouts, or others)
· gNB configurations in training and inference (e.g., antenna setup and port layouts, or others)
· Traffic model assumed in training and inference (e.g., full buffer, FTP mode 1, or others)
Note: companies only need to populate the attributes that are relevant to their evaluations (not all the attributes).
Observation 1: In spatial-domain beam prediction using fixed Set B beam pattern in AI/ML model training phase, performance degrades significantly when Set B beam pattern changes in model inference phase. 
Observation 2: In spatial-domain beam prediction using fixed Set B beam pattern in AI/ML model training phase, performance degrades significantly when at least one of the beam pairs in Set B is missing during model inference phase. 
Observation 3: In spatial-domain beam prediction using variable Set B beam patterns in AI/ML model training phase, performance degrades significantly when Set B beam patterns changes in model inference phase. 
Observation 4: In spatial-domain beam prediction using variable Set B beam patterns in AI/ML model training phase, when Set B pattern changes in model inference phase, less performance degradation is observed when only a subset of the beam patterns used as input in the inference phase are different from the beam patterns used in the training phase compared to when all the beam patterns used as input in inference phase are different than the training phase. 
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