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9.2.1 General aspects of AI/ML framework
Including characterization of defining stages of AI/ML algorithm and associated complexity, UE-gNB collaboration, life cycle management, dataset(s), and notation/terminology. Also including any common aspects of evaluation methodology.

Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:

· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality

· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.

· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:

· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.

· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE

Note: The process/method of model identification may or may not be applicable.

Note: Information regarding the AI/ML model may be shared during model identification.


	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE

Note: Information regarding the AI/ML functionality may be shared during functionality identification.

FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 
Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model
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9.2.2 AI/ML for CSI feedback enhancement

9.2.2.1 Evaluation on AI/ML for CSI feedback enhancement

Including evaluation methodology, KPI, and performance evaluation results. 

Working Assumption
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the value or range of payload size X/Y/Z
· FFS the description and results for different training types/cases may need a separate table

· FFS: training related overhead
Table X. Evaluation results for CSI compression without model generalization/scalability, [traffic type], [Max rank value], [RU] [training type/case]
	
	
	Source 1
	
	…

	CSI generation part
	AL/ML model backbone
	
	
	

	
	Pre-processing
	
	
	

	
	Post-processing
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	
	

	
	[Pre-processing]
	
	
	

	
	[Post-processing]
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	Common description
	Input type
	
	
	

	
	Output type
	
	
	

	
	Quantization /dequantization method
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	


Agreement

For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models

· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model

· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models

· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model

· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different

· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models

· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model

· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models

· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models

· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models

· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models

· FFS: whether/how to report overhead of dataset
Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.

· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction

Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input dimensions of CSI generation part (e.g., different bandwidths/frequency granularities, or different antenna ports), the generalization cases of are elaborated as follows

· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.

· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.

· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.

· Note: For Case 2/3, the solutions to achieve the scalability between Xi and Xj, are reported by companies, including, e.g., pre-processing to angle-delay domain, padding, additional adaptation layer in AI/ML model, etc.

· FFS the verification of fine-tuning

· FFS other additional cases

Agreement

For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows

· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.

· Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.

· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.

· Note: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization.

· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.

· FFS the verification of fine-tuning

· FFS other additional cases

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, Float32 is adopted as the baseline/upper-bound of performance comparison.

Agreement

For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:

· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· Note: the above cases apply for training Type 1/2/3

· Others are not precluded.

Agreement

For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training

· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.

· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.

· For UE-first training

· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.

· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.

Working Assumption
For the AI/ML based CSI prediction sub use case, the following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction for the case without generalization/scalability verification

· FFS the description and results for generalization/scalability may need a separate table
· FFS whether/how to capture the muliptle predicted CSI instances and their mapping to slots
Table X. Evaluation results for CSI prediction without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	UE speed
	
	

	
	CSI feedback periodicity
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Dataset size
	Train/k
	
	

	
	Test/k
	
	

	Benchmark 1
	
	

	Intermediate KPI #1 of Benchmark 1
	
	
	

	Gain for intermediate KPI#1 over Benchmark 1
	
	
	

	Intermediate KPI #2 of Benchmark 1
	
	
	

	Gain for intermediate KPI#2 over Benchmark 1
	
	
	

	Gain for eventual KPI (Benchmark 1)
	Mean UPT
	
	

	
	5% UPT
	
	

	Benchmark 2
	
	

	Intermediate KPI #1 of Benchmark 2
	
	
	

	Gain for intermediate KPI#1 over Benchmark 2
	
	
	

	Intermediate KPI #2 of Benchmark 2
	
	
	

	Gain for intermediate KPI#2 over Benchmark 2
	
	
	

	Gain for eventual KPI (Benchmark 2)
	Mean UPT
	
	

	
	5% UPT
	
	

	FFS others
	
	
	


Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated

· Case 0 (benchmark for comparison): One CSI generation part with fixed input and output dimensions to 1 CSI reconstruction part with fixed input and output dimensions for each of the different input and/or output dimensions.

· Case 1: One CSI generation part with scalable input and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed and different output and/or input dimensions

· Case 2: M>1 separate CSI generation parts each with fixed and different input and/or output dimensions to one CSI reconstruction part with scalable output and/or input dimensions

· Case 3: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, if R16 Type II-like method is considered, companies to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,[image: image2.png]
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, reference amplitude, differential amplitude, phase, etc.
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9.2.2.2 Other aspects on AI/ML for CSI feedback enhancement

Including finalization of representative sub use cases (by RAN1#111) and discussions on potential specification impact.
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   

Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Conclusion

In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.
Note: 

· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.

· To align terminology, input-CSI-NW is the input CSI assumed at NW 
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9.2.3 AI/ML for beam management 
9.2.3.1 Evaluation on AI/ML for beam management

Including evaluation methodology, KPI, and performance evaluation results. 
Agreement

The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:

· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Note: Companies to report the ratio for dataset mixing

· Note: number of the multiple scenarios/configurations can be larger than two

· FFS the detailed set of scenarios/configurations

· The following case for generalization verification, can be optionally considered by companies:

· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance

· FFS: Investigate of the feasibility the fine-tuning on the UE/Network side

Agreement

· For the evaluation of the overhead for BM-Case1, adoption the following metrics:

· RS overhead reduction, 

· Option 1: [image: image6.png]RS OH reduction[%]= 1

"




· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· where M is the total number of beams (pairs) to be predicted 

· Option 2: [image: image8.png]RS OH reduction[%]= 1
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· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Companies report the assumption on additional measurements
Agreement

· Companies report the pattern of Set B.

· Further study the performance with different patterns of set B(s) for fixed Set B (Option 1) and different pre-configured/pre-known patterns of Set B(s) (Option 2A and 2B). 

Agreement

For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, additionally considering
· Various Set B of beam(pairs)
Agreement

At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable

· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample

· Option 2: Measurements of specific Rx beam(s)

· Option 2a: Measurements of specific Rx beam(s) per model input sample 

· Option 2b: Measurements of specific Rx beam(s) for all model input sample

· FFS how to select the specific Rx beam(s)

· Option 3: Measurements of random Rx beam(s) per model input sample

· Other options are not precluded and can be reported by companies.

Agreement
· For generalization performance verification, consider the following

· Scenarios

· Various deployment scenarios,

· e.g., UMa, UMi and others,

· e.g., 200m ISD or 500m ISD and others
· e.g., same deployment, different cells with different configuration/assumption
· e.g., gNB height and UE height
· FFS: e.g., Carrier frequencies
· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others

· Various UE mobility, 

· e.g., 3km/h, 30km/h, 60km/h and others
· Configurations (parameters and settings)
· Various UE parameters, e.g., number of UE Rx beams (including number of panels and UE antenna array dimensions)

· Various gNB settings, e.g., DL Tx beam codebook (including various Set A of beam(pairs) and gNB antenna array dimensions)

· Various Set B of beam (pairs)
· T1 for measurement /T2 for prediction for BM-Case2

· Other scenarios/configurations(parameters and settings) are not precluded and can be reported by companies.

Agreement

· For the evaluation of the overhead for BM-Case2, adoption the following metrics:

· RS overhead reduction, 
· Option 2: [image: image10.png]RS OH reduction[%]= 1

"




· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable

· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme

· Companies report the assumption on additional measurements

· FFS: Option 3: [image: image12.png]RS OH reduction[%]= 1




 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance

· where M is the total number of beams (pairs) to be predicted for each time instance

· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction

· Companies report the assumption on T1 and T2 patterns

· Other options are not precluded and can be reported by companies.

R1-2212905
Feature lead summary #4 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2212904
Feature lead summary #4 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2212594
Feature lead summary #3 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2212593
Feature lead summary #2 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2212592
Feature lead summary #1 evaluation of AI/ML for beam management
Moderator (Samsung)
R1-2210843
Continued discussion on evaluation of AI/ML for beam management
FUTUREWEI

R1-2210887
Evaluation on AI/ML for beam management
Huawei, HiSilicon

R1-2211000
Evaluation on AI/ML for beam management
vivo

R1-2211059
Evaluation on AI for beam management
ZTE

R1-2211075
Evaluation on AI/ML for beam management
Fujitsu

R1-2211126
On Evaluation of AI/ML based Beam Management
Google

R1-2211191
Evaluation methodology and  results on AI/ML for beam management
CATT

R1-2211229
Evaluation on AI for beam management
Spreadtrum Communications

R1-2211288
Evaluation of AIML for beam management
Ericsson

R1-2211315
Discussion for evaluation on AI/ML for beam management
InterDigital, Inc.

R1-2211357
Evaluation on AI/ML for beam management
xiaomi

R1-2211395
Evaluations for AI/ML beam management
Intel Corporation

R1-2211480
Evaluation methodology and preliminary results on AI/ML for beam management
OPPO

R1-2211527
Evaluation on AI/ML for beam management
China Telecom

R1-2211674
Discussion on evaluation on AI/ML for beam management
CMCC

R1-2211719
Evaluation of AI and ML for beam management
NVIDIA

R1-2211775
Evaluation on AI/ML for beam management
Lenovo

R1-2211807
Evaluation on AI/ML for beam management
Apple

R1-2211869
Evaluation on AI/ML for beam management
LG Electronics

R1-2211913
Some discussions on evaluation on AI-ML for Beam management
CAICT

R1-2211979
Discussion on evaluation on AI/ML for beam management
NTT DOCOMO, INC.

R1-2212038
Evaluation on AI ML for Beam management
Samsung

R1-2212110
Evaluation on AI/ML for beam management
Qualcomm Incorporated

R1-2212228
Evaluation on AI/ML for beam management
MediaTek Inc.

R1-2212329
Evaluation of ML for beam management
Nokia, Nokia Shanghai Bell

R1-2212423
Evaluation on AI/ML for beam management
CEWiT
9.2.3.2 Other aspects on AI/ML for beam management

Including finalization of representative sub use cases (by RAN1#111) and discussions on potential specification impact.
Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:

· Alt.1. AI/ML model training and inference at NW side

· Alt.2. AI/ML model training and inference at UE side

· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not

· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE sideR1-2212718
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference

· UE to report the measurement results of more than 4 beams in one reporting instance

· Other L1 reporting enhancements can be considered
Agreement

Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.

· Whether and how to initiate data collection 

· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B

· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:

·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 

· Signaling, e.g., RRC-based, L1-based

· Note: Performance and UE complexity, power consumption should be considered

R1-2212927
Summary#4 for other aspects on AI/ML for beam management
Moderator(OPPO)
R1-2212720
Summary#3 for other aspects on AI/ML for beam management
Moderator(OPPO)
R1-2212719
Summary#2 for other aspects on AI/ML for beam management
Moderator(OPPO)
R1-2212718
Summary#1 for other aspects on AI/ML for beam management
Moderator(OPPO)
R1-2210844
Continued discussion on other aspects of AI/ML for beam management
FUTUREWEI

R1-2210888
Discussion on AI/ML for beam management
Huawei, HiSilicon

R1-2211001
Other aspects on AI/ML for beam management
vivo

R1-2211038
Discussion on other aspects of AI/ML beam management
New H3C Technologies Co., Ltd.

R1-2211060
Discussion on other aspects for AI beam management
ZTE

R1-2211076
Sub use cases and specification impact on AI/ML for beam management
Fujitsu

R1-2211127
On Enhancement of AI/ML based Beam Management
Google

R1-2211192
Other aspects on AI/ML for beam management
CATT

R1-2211230
Discussion on other aspects on AIML for beam management
Spreadtrum Communications

R1-2211289
Discussion on AI/ML for beam management
Ericsson

R1-2211316
Discussion for other aspects on AI/ML for beam management
InterDigital, Inc.

R1-2211358
Potential specification impact on AI/ML for beam management
xiaomi

R1-2211396
Use-cases and Specification Impact for AI/ML beam management
Intel Corporation

R1-2211481
Other aspects of AI/ML for beam management
OPPO

R1-2211510
Discussions on Sub-Use Cases in AI/ML for Beam Management
TCL Communication

R1-2211528
Other aspects on AI/ML for beam management
China Telecom

R1-2211558
Discussion on other aspects on AI/ML for beam management
ETRI

R1-2211590
Discussion on sub use cases of AI/ML beam management
Panasonic

R1-2211608
Consideration on AI/ML for beam management
Sony

R1-2211675
Discussion on other aspects on AI/ML for beam management
CMCC

R1-2211721
AI and ML for beam management
NVIDIA

R1-2211776
Further aspects of AI/ML for beam management
Lenovo

R1-2211808
Discussion on other aspects of AI/ML for beam management
Apple

R1-2211870
Other aspects on AI/ML for beam management
LG Electronics

R1-2211914
Discussions on AI-ML for Beam management
CAICT

R1-2211980
Discussion on AI/ML for beam management
NTT DOCOMO, INC.

R1-2212039
Representative sub use cases for beam management
Samsung

R1-2212111
Other aspects on AI/ML for beam management
Qualcomm Incorporated

R1-2212150
Discussion on other aspects on AI/ML for beam management
KT Corp.

R1-2212229
Other aspects on AI/ML for beam management
MediaTek Inc.

R1-2212292
Continued Discussion on Performance Related Aspects of Codebook Enhancement with AI/ML


Charter Communications, Inc (Late submission)
R1-2212320
Other aspects on AI/ML for beam management
Rakuten Symphony

R1-2212330
Other aspects on ML for beam management
Nokia, Nokia Shanghai Bell

R1-2212372
Discussion on AI/ML for beam management
NEC
9.2.4 AI/ML for positioning accuracy enhancement

9.2.4.1 Evaluation on AI/ML for positioning accuracy enhancement

Including evaluation methodology, KPI, and performance evaluation results. 
Agreement

Study how AI/ML positioning accuracy is affected by: user density/size of the training dataset.

Note: details of user density/size of training dataset to be reported in the evaluation.
Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.

· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.

Agreement
For reporting the model input dimension NTRP * Nport * Nt:

· If the model input is CIR, then each input value of CIR is a complex number, i.e. it contains two real values, either {real, imaginary} or {magnitude, phase}.

· If the model input is PDP, then each input value of PDP is a real value.

Agreement

At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP). 

Agreement
For AI/ML assisted positioning, evaluate the three constructions:

· Single-TRP, same model for N TRPs

· Single-TRP, N models for N TRPs

· Multi-TRP (i.e., one model for N TRPs)

Note: Individual company may evaluate one or more of the three constructions.

Agreement

For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.
Agreement
For both direct and AI/ML assisted positioning methods, investigate at least the impact of the amount of fine-tuning data on the positioning accuracy of the fine-tuned model.

· The fine-tuning data is the training dataset from the target deployment scenario.
Agreement

For the RAN1#110bis agreement on the calculation of model complexity, the FFS are resolved with the following update:

	
	Model complexity to support N TRPs

	Single-TRP, same model for N TRPs
	[image: image13.png]P,




where 
[image: image15.png]P,



 is the model complexity for one TRP and the same model is used for N TRPs.


	Single-TRP, N models for N TRPs
	[image: image16.png]



Where [image: image18.png]


 is the model complexity for the i-th AI/ML model.




Note: The reported model complexity above is intended for inference and may not be directly applicable to complexity of other LCM aspects.
Observation

Direct AI/ML positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.

· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the direct AI/ML positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 

Agreement
For AI/ML based positioning, company optionally evaluate the impact of at least the following issues related to measurements on the positioning accuracy of the AI/ML model. The simulation assumptions reflecting these issues are up to companies.

· SNR mismatch (i.e., SNR when training data are collected is different from SNR when model inference is performed).
· Time varying changes (e.g., mobility of clutter objects in the environment)
· Channel estimation error
Conclusion

Companies describe how their computational complexity values are obtained. 

· It is out of 3GPP scope to consider computational complexity values that have platform-dependency and/or use implementation (hardware and software) optimization solutions.
Observation

AI/ML assisted positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {40%, 2m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <0.4m at CDF=90%, as compared to >9m for conventional positioning method. 

· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 

Note: how to capture the observation(s) into TR is separate discussion.

Agreement

· For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching  is necessary.

R1-2212816
Summary #4 of Evaluation on AI/ML for positioning accuracy enhancement
Moderator (Ericsson)
R1-2212612
Summary #3 of Evaluation on AI/ML for positioning accuracy enhancement
Moderator (Ericsson)
R1-2212611
Summary #2 of Evaluation on AI/ML for positioning accuracy enhancement
Moderator (Ericsson)
R1-2212610
Summary #1 of Evaluation on AI/ML for positioning accuracy enhancement
Moderator (Ericsson)
R1-2210854
Evaluation of AI/ML for Positioning Accuracy Enhancement
Ericsson

R1-2210889
Evaluation on AI/ML for positioning accuracy enhancement
Huawei, HiSilicon

R1-2211002
Evaluation on AI/ML for positioning accuracy enhancement
vivo

R1-2211061
Evaluation on AI for positioning enhancement
ZTE

R1-2211077
Further evaluation results and discussions of AI positioning accuracy enhancement
Fujitsu

R1-2211128
On Evaluation of AI/ML based Positioning
Google

R1-2211193
Evaluation methodology and  results on AI/ML for positioning enhancement
CATT

R1-2211359
Evaluation on AI/ML for positioning accuracy enhancement
xiaomi

R1-2211482
Evaluation methodology and preliminary results on AI/ML for positioning accuracy enhancement


OPPO

R1-2211529
Evaluation on AI/ML for positioning accuracy enhancement
China Telecom

R1-2211676
Discussion on evaluation on AI/ML for positioning accuracy enhancement
CMCC

R1-2211715
Evaluation on AI/ML for positioning accuracy enhancement
InterDigital, Inc.

R1-2211722
Evaluation of AI and ML for positioning enhancement
NVIDIA

R1-2211777
Discussion on AI/ML Positioning Evaluations
Lenovo

R1-2211809
On Evaluation on AI/ML for positioning accuracy enhancement
Apple

R1-2211871
Evaluation on AI/ML for positioning accuracy enhancement
LG Electronics

R1-2211915
Some discussions on evaluation on AI-ML for positioning accuracy enhancement
CAICT

R1-2212040
Evaluation on AI ML for Positioning
Samsung

R1-2212112
Evaluation on AI/ML for positioning accuracy enhancement
Qualcomm Incorporated

R1-2212230
Evaluation on AI/ML for positioning accuracy enhancement
MediaTek Inc.

R1-2212331
Evaluation of ML for positioning accuracy enhancement
Nokia, Nokia Shanghai Bell

R1-2212382
Evaluation on AI/ML for positioning accuracy enhancement 
Fraunhofer IIS, Fraunhofer HHI
9.2.4.2 Other aspects on AI/ML for positioning accuracy enhancement

Including finalization of representative sub use cases (by RAN1#111) and discussions on potential specification impact.
Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.

Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement

· Types of measurement as model inference input

· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)

· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model

· New and/or enhancement to existing assistance signaling

· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Agreement

Regarding data collection for AI/ML model training for AI/ML based positioning, 

· The following options of entity and mechanisms to generate ground truth label are identified for further study

· For direct AI/ML positioning, ground truth label is UE location

· PRU with known location

· UE generates location based on non-NR and/or NR RAT-dependent positioning methods

· LMF generates UE location based on positioning methods

· LMF with known PRU location

· Note: user data privacy needs to be preserved

· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output

· PRU generates label directly or calculates based on measurement/location 

· UE generates label directly or calculates based on measurement/location

· Network entity generates label directly or calculates based on measurement/location

· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study

· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)

· PRU 

· UE

· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)

· TRP

· Note: other options of entity to generate other training data are not precluded

· Note: Existing PRU definition is in 38.305
Agreement

Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects

· Request/report of training data

· Ground truth label

· Measurement corresponding to model input

· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data

· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier

· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.

· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable

· Note3: study considers both of the following cases when applicable

· when the training entity is the same entity to generate training data

· when the training entity is not the same entity to generate training data
Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects

· At least the following are identified for further study as potential data for calculating monitoring metric

· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning

· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so

· How an entity can be used to provide the given type of data for calculating monitoring metric

· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case

· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric

· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network
Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.

R1-2212877
FL summary #4 of other aspects on AI/ML for positioning accuracy enhancement
Moderator (vivo)
R1-2212783
FL summary #3 of other aspects on AI/ML for positioning accuracy enhancement
Moderator (vivo)
R1-2212742
FL summary #2 of other aspects on AI/ML for positioning accuracy enhancement
Moderator (vivo)
R1-2212549
FL summary #1 of other aspects on AI/ML for positioning accuracy enhancement
Moderator (vivo)
R1-2210855
Other Aspects of AI/ML Based Positioning Enhancement
Ericsson

R1-2210890
Discussion on AI/ML for positioning accuracy enhancement
Huawei, HiSilicon

R1-2211003
Other aspects on AI/ML for positioning accuracy enhancement
vivo

R1-2211062
Discussion on other aspects for AI positioning enhancement
ZTE

R1-2211078
Discussions on spec impacts of model training, data collection, model identification and model monitoring for AIML for positioning accuracy enhancement
Fujitsu

R1-2211129
On Enhancement of AI/ML based Positioning
Google

R1-2211194
Other aspects  on AI/ML for positioning enhancement
CATT

R1-2211231
Discussion on other aspects on AIML for positioning accuracy enhancement
Spreadtrum Communications

R1-2211360
Views on the other aspects of AI/ML-based positioning accuracy enhancement
xiaomi

R1-2211483
On sub use cases and other aspects of AI/ML for positioning accuracy enhancement
OPPO

R1-2211609
On AI/ML for positioning accuracy enhancement
Sony

R1-2211677
Discussion on other aspects on AI/ML for positioning accuracy enhancement
CMCC

R1-2211717
Designs and potential specification impacts of AIML for positioning
InterDigital, Inc.

R1-2211725
AI and ML for positioning enhancement
NVIDIA

R1-2211778
AI/ML Positioning use cases and Associated Impacts
Lenovo

R1-2211810
On Other aspects on AI/ML for positioning accuracy enhancement
Apple

R1-2211872
Other aspects on AI/ML for positioning accuracy enhancement
LG Electronics

R1-2211916
Discussions on AI-ML for positioning accuracy enhancement
CAICT

R1-2211981
Discussion on AI/ML for positioning accuracy enhancement
NTT DOCOMO, INC.

R1-2212041
Representative sub use cases for Positioning
Samsung

R1-2212113
Other aspects on AI/ML for positioning accuracy enhancement
Qualcomm Incorporated

R1-2212214
Other aspects on AI-ML for positioning accuracy enhancement
Baicells

R1-2212231
Other aspects on AI/ML for positioning accuracy enhancement
MediaTek Inc.

R1-2212332
Other aspects on ML for positioning accuracy enhancement
Nokia, Nokia Shanghai Bell

R1-2212358
Discussion on AI/ML for positioning accuracy enhancement
NEC

R1-2212383
On potential AI/ML solutions for positioning 
Fraunhofer IIS, Fraunhofer HHI
