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[bookmark: _Ref129681862][bookmark: _Ref124589705]Introduction
[bookmark: _Ref129681832]In RAN#94-e plenary meeting, a new SID on AI/ML for air-interface was approved for Rel-18 [1], where the use cases include CSI feedback enhancement, and evaluations would be performed for this use case:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 
……
For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
……
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
a. Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


This document summarizes the key issues discussed under agenda item 9.2.2.1, and aims to discuss a set of issues for the evaluation of the AI/ML-based CSI feedback enhancements in RAN1#111.
1st round email discussions
Before going to the discussions in the following sections, companies are invited to type in the contact person information into the following table. Please update your contact information on top of the last meeting if needed.
Please consider entering contact info below for the points of contact for this email discussion.
	Company
	Point of contact
	Email address

	Samsung
	Ameha
	amehat.abebe@samsung.com

	OPPO
	Wendong Liu
	liuwendong1@oppo.com

	Lenovo
	Vahid Pourahmadi
Jianfeng Wang
	vpourahmadi@lenovo.com
wangjf20@lenovo.com

	ZTE
	Lun Li
	li.lun1@zte.com.cn

	NVIDIA
	Xingqin Lin
	xingqinl@nvidia.com

	Intel
	Victor Sergeev
	victor.sergeev@intel.com 

	Ericsson
	Mattias Frenne
	Mattias.frenne@ericsson.com

	FUTUREWEI
	Baoling Sheen
	bsheen@futurewei.com

	CAICT
	Xiaofeng Liu
	Liuxiaofeng1@caict.ac.cn

	AT&T
	Isfar Tariq
Salam Akoum
	isfar.tariq@att.com
salam.akoum@att.com

	CMCC
	Yuhua Cao
	caoyuhua@chinamobile.com

	Qualcomm
	Jay Kumar Sundararajan
	jsundara@qti.qualcomm.com

	Huawei, HiSilicon
	Yuan Li
	liyuan3@huawei.com

	Mavenir
	Ali Fatih Demir
	ali.demir@mavenir.com

	NTT DOCOMO
	Haruhi Echigo
Liu Liu
	haruhi.echigo.fw@nttdocomo.com
liul@docomolabs-beijing.com.cn

	Panasonic
	Tetsuya Yamamoto
	yamamoto.tetsuya001@jp.panasonic.com

	IITK
	Ruchi Tripathi
	ruchi@iitk.ac.in

	Spreadtrum
	Mimi Chen
	Mimi.chen@unisoc.com

	LG Electronics
	Haewook Park
	haewook.park@lge.com

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



Generic issues on evaluation methodology
Summary of views from companies
2.1-1: Remaining issues of the EVM table
Traffic model
· Fraunhofer: Full-buffer traffic model is taken into account as one option for the evaluation of AI/ML-based CSI feedback enhancement

MIMO scheme
· OPPO: For SLS evaluation and calibration: Evaluate and calibrate rank 1 and rank 2 with MU-MIMO in the first stage. Evaluate and calibrate rank 3 and rank 4 with SU-MIMO in the second stage

Channel estimation
· China Telecom:For the evaluation of the AI/ML based CSI feedback enhancement, ideal channel estimation can be used for generating channel eigen vector as model input for the purpose of model training or inference

2.1-2: Metrics
In the last RAN1 meeting, it has been agreed that for the rank>1 cases, Method 3 is adopted for SGCS calculation, while there is FFS on whether/which method between Method 1 and Method 2 is to be additionally selected as another metric.
SGCS
· Rank>1 case
· Method 1: Average over all layers: Nokia, CAICT, ETRI

· Note: is the  eigenvector of the target CSI at resource unit i and K is the rank.  is the  output vector of the output CSI of resource unit i.  is the total number of resource units.  denotes the average operation over multiple samples.
· Nokia: all of the metrics have a similar relationship to throughput. 
· CAICT: For SGCS calculation for rank>1, method 1(average over all layers) is proposed as baseline
· It is difficult to find a unified method for GCS/SGCS calculation with different weights for different layers.
· Method 2: Weighted average over all layers: Samsung, CATT, Fujitsu,[Xiaomi]

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Fujitsu: For example, consider the case that we want to compare the performance of two pairs of layer-common two-sided AI/ML model for the case that rank = 2. The SGCSs for the two layers are  and  for AI/ML model 1, and are  and  for AI/ML model 2, which satisfy . In this case, it is difficult to decide which of the two AI/ML models is better by Method 3 only.

· Views of companies
· Not to adopt an additional method except for Method 3: Huawei, Hisilicon, Apple, Xiaomi NTT DOCOMO
· Huawei, Hisilicon: For the SGCS calculation under rank>1 cases, no additional method needs to be introduced except Method 3 (SGCS is separately calculated for each layer) as already adopted
· Apple: For rank>1, report SGCS separately for each layer. No need to define average or weighed average (i.e., method 1 and method 2) for higher rank
· Xiaomi: As Method 3 can already provide sufficient information, method 1 and method 2 seems not necessary
· NTT DOCOMO: Method 3 is enough for the SGCS calculation for rank >1 cases

· Whether Method 1 or Method 2 is used is up to companies OPPO, LG
· OPPO: For rank>1, Method 3 is selected for calibration, whether Method 1 or Method 2 is used is up to companies
· LG: either Method 1 or 2 can be supported optionally
· Method 1 is adopt as an additional method except for Method 3: Nokia, [ETRI], CAICT
· Nokia: Unless simulation results indicate an advantage for using Method 2 over Method 2, prefer Method 1 over Method 2 for an intermediate KPI for rank > 1 because calculation of the metric is simpler
· CAICT: For SGCS calculation for rank>1, method 1(average over all layers) is proposed as baseline
· Method 2 is adopt as an additional method except for Method 3: [Xiaomi], CATT, Samsung, Fujitsu
· Xiaomi: Adopt Method 2 as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, if down-selection between Method 1 and Method 2 needed
· Samsung: For the evaluation of the AI/ML based CSI feedback enhancement, adopt SGCS for rank>1 as weighted average over all ranks
· Fujitsu: For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, normalized weighted SGCS should be selected as an intermediate KPI
· CATT: For the evaluation of AI/ML based CSI feedback enhancement, as the intermediate KPI for rank>1 cases, if a down-selected metric between the following two methods is adopted, Method 2 is preferred
· A layer corresponds to a larger eigenvalue is expected to have higher contribution than a layer corresponds to a smaller eigenvalue. Therefore, for the calculation method of SGCS, Method 2 is preferred than Method 1.
Other intermediate KPIs
· Alt.1: Chordal distance (for rank >= 1): Qualcomm
Chordal Distance =   
· Note:||.||F represents the Frobenius norm. When rank is 1, the chordal distance formula reduces to . 

· Alt.2: Numerical spectral efficiency gap (for rank >= 1): Qualcomm
Numerical SE Gap =  
· Note: SE(.) denotes the numerical spectral efficiency function which may be defined as follows, where  denotes the SNR:

· Qualcomm: Chordal distance and numerical spectral efficiency gap metrics are not affected by a mismatch in the order of the eigenvectors between the target CSI and output CSI

· Alt.2A: Numerical spectral efficiency ratio/relative achievable rate (RAR) (for rank >= 1): Qualcomm, Ericsson, Lenovo
· Qualcomm
Numerical SE Ratio =  
· Note: SE(.) denotes the numerical spectral efficiency function which may be defined as follows:

where  denotes the SNR. Numerical SE ratio has the benefit that it is normalized.
· [bookmark: _Toc115430906][bookmark: _Toc115271181][bookmark: _Toc115430174][bookmark: _Toc115430256][bookmark: _Toc115430003]Qualcomm: Adopt at least one of the numerical spectral efficiency ratio, numerical spectral efficiency gap, and the chordal distance as an intermediate KPI for rank >= 1.
· Ericsson: Use mean RAR for Ranks 2 and 4 over a baseline as an intermediate KPI for rank>1 PDSCH

·  is the complex channel matrix for RB 
·  is the total number of RBs,
·  is the reported precoding matrix for RB ,
·  is the optimal (SVD-based) precoding matrix for RB ,
·  is the number of MIMO layers the KPI is evaluated for,
·  is the SNR-value;

· and the outer expectation  is taken over a distribution of MIMO channels.
· [bookmark: _Toc118726372]As an intermediate KPI for rank>1 PDSCH, adopt the Relative Achievable Rate (RAR) as defined above, evaluated at the SNR point  .
· Ericsson: For layers 3 and 4, gains in SGCS over baseline may severely overestimate expected gains. However, gains in RAR for Rank 3 and 4 are closer to expected gain in user throughput
· [bookmark: _Toc118726350][bookmark: _Toc118707588][bookmark: _Toc118724408]Ericsson: The Rel.16 eType-II baseline SGCS depends on the rank, hence it’s unclear which rank to assume when computing baseline SGCS for the first layer.
· Hence for SGCS first layer compared with baseline, it is unclear whether this should be compared with all the four “first layer” variants in the baseline.
· [bookmark: _Toc110852479][bookmark: _Toc115341644][bookmark: _Toc111193843][bookmark: _Toc115342396][bookmark: _Toc110598707][bookmark: _Toc110846491][bookmark: _Toc115421233][bookmark: _Toc115421359][bookmark: _Toc111102009][bookmark: _Toc110603250][bookmark: _Toc110598786][bookmark: _Toc110598960][bookmark: _Toc110599022][bookmark: _Toc110639309][bookmark: _Toc115191196][bookmark: _Toc110604783][bookmark: _Toc111019165][bookmark: _Toc115451108]Lenovo: As one intermediate KPI, to evaluate the efficiency of the estimated precoders, we suggest to use relative achievable rate (RAR) defined as:
[bookmark: _Toc115421360][bookmark: _Toc115341645][bookmark: _Toc115342397][bookmark: _Toc115421234]
[bookmark: _Toc115421361][bookmark: _Toc115191198][bookmark: _Toc115451109][bookmark: _Toc115421235][bookmark: _Toc115342398][bookmark: _Toc115341646]where  is the SNR and channels are normalized, i.e.,   is assumed to be normalized. For simplification,  can report at , i.e.,

[bookmark: _Toc115421362]
Note also, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models).

· Fraunhofer: For a more realistic evaluation of the efficiency of the estimated eigenvectors, we propose to use relative achievable rate or normalized spectral efficiency (NSE) according to the following equation. 
[bookmark: _Toc115341641][bookmark: _Toc115342393]
[bookmark: _Hlk114819892]where  is the noise variance and the transmit power is normalized. In the following numerical results the SNR () equals 10 dB.
· Fraunhofer: Use the normalized spectral efficiency (NSE) for performance evaluation

· Other intermediate results are optional/not needed: 
· Huawei, HiSilicon: For the intermediate KPI for evaluating the accuracy of the AI/ML output CSI, except for SGCS and NMSE which has been agreed as the baseline metrics, other intermediate KPIs are not considered as baseline for metrics, and can be optionally considered and reported by companies
· OPPO: For intermediate KPI, use SGCS as the evaluation metric for calibration
· Other intermediate KPIs are not suggested
· Samsung: RRSNR as intermediate KPI may be advantageous on providing better emulation of the MU-MIMO DL throughput performance than GCS in some receiver assumptions. If the UE performs inter-layer interference nulling, this advantage is lost.  This observation holds to other proposed intermediate KPIs such as numerical spectral efficiency gap and NEDG
· Samsung: In MU-MIMO scenario, when the gNB do not directly apply the reconstructed precoder, RRSNR does not give a practical advantage in terms of emulating the DL MU-MIMO throughput performance than SGCS. This observation holds to other proposed intermediate KPIs such as numerical spectral efficiency gap and NEDG
· Samsung: For the evaluation of the AI/ML based CSI feedback enhancement, deprioritize discussion on additional intermediate KPIs
· FUTUREWEI: Do not introduce additional intermediate KPI(s), companies to follow agreed-upon working assumption to avoid disorder of the output eigenvectors.
· LG: Intermediate KPI other than SGCS and NMSE is not necessary

Provision of upper bound with ideal CSI
· Ericsson: Companies are encouraged to provide optional genie based upper bound performance metrics obtained using ideal CSI per subband
· Apple: For the evaluation of CSI enhancements, additional throughput baseline based on ideal CSI (e.g., ideal eigenvector) should be reported. The baseline of ideal CSI is used for calibration purpose, and eventual KPI for AI/ML based performance comparison.  
· ZTE: Ideal CSI feedback should be adopted as an additional throughput baseline at least for calibration purpose
· FUTUREWEI: Companies may optionally report throughput comparison between AI/ML-based CSI enhancement and based on ideal CSI outcome

Eventual KPIs
· Throughput per complexity unit: MediaTek
· [bookmark: _Toc102133426][bookmark: _Ref102130427]MediaTek: To appreciate low-complex, yet high-performing, AI/ML model designs, a KPI measuring throughput per complexity unit would be beneficial.
· We suggest defining new KPIs incorporating both throughput and complexity to appreciate AI/ML models with a balanced design, such as Throughput per FLOPs, Throughput per MACs, or Throughput per number of trainable parameters
· CSI feedback overhead
· NVIDIA: The CSI feedback overhead can be measured by number of feedback bits and/or compression ratio

Capability/complexity related KPIs
· Processing complexity
· Xiaomi: Number of model parameters is selected between AI/ML model size and number of AI/ML parameters as metric of model complexity
· China Telecom: The number of AI/ML parameters can be used as baseline, AI/ML model size is useful and may be used to consider the overhead of AI/ML model transmission
· NVIDIA: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for CSI feedback enhancements
· Increasing hardware performance can support successively more complex AI/ML models. For example, GPU inference performance has improved by 317x in 8 years (2012-2020), more than doubling each year.
· Sharp: Rel-18 should consider model compression methodologies for machine learning models operated in low performance UE (low hardware spec or limited machine learning accelerator).
· Sharp: Model Compression should be add into LCM as one of the independent component. The initial definition of Model Compression describe as following sentence: Deploying state-of-the-art deep networks in low-power and resource limited devices without significant drop in accuracy
· Sharp: Apply pruning/distill/quantization as model compression method for low performance UE considerably beneficial
· Sharp: At least, model compression should be applied for 2-side model trained in UE side for low performance UE. Furthermore, study and define the generalizable pre-trained model

Other views on metrics
· ZTE: Enhancements on CSI feedback using non-AI/ML approaches (e.g. Wideband (WB) covariance matrix, full rank information) can be considered as an additional baseline for performance comparison
· NVIDIA: The CSI feedback accuracy can be measured by comparing the decoded CSI to the ground-truth CSI. The metrics can be GCS/SGCS and/or NMSE
· Number of training samples
· MediaTek: Number of training samples to reach a certain performance KPI can itself be used as a KPI to quantify trainability of AI/ML models

2.1-3: Dataset related issues
Source of dataset
· MediaTek: For generalization study, the mixed datasets should be subject of further discussions to determine the exact contribution of each sub-dataset into the mixed one according to real-world settings.
· MediaTek: Considering the potential number of mixing dimensions, offer public datasets to facilitate study on generalization aspects of AI/ML models
· OPPO: Companies are encouraged to disclose their utilized dataset(s) and reference model(s)
· FFS: to establish common dataset(s) and/or reference model(s) for performance calibration and drawing final conclusions.
· NVIDIA Companies are encouraged to contribute real data to develop and evaluate AI/ML based algorithms for CSI feedback enhancement

2.1-4: Other views/findings

· Ericsson: One failed training or a single ML-model with poor performance is not a proof that and implementation is not possible
· Ericsson: To build trust in the results it is important that enough information about model architecture, dataset, and training situation is provided
· [bookmark: _Toc118707593][bookmark: _Toc118724412][bookmark: _Toc118726354]Ericsson: It is not only the size and the backbone that dictates the performance. Also seemingly small changes to the architecture may significantly change the performance.

1st round email discussions

2.2-1: Metrics
Issue#2-1 (High priority) SGCS calculation for rank>1 – additional method
Moderator note: In the last meeting, for the SGCS calculation for rank>1, Method 3 is adopted, while whether to make a further down-selection between Method 1 and Method 2 to be FFS. 
· Method 1: Average over all layers: 

Note: is the  eigenvector of the target CSI at resource unit i and K is the rank.  is the  output vector of the output CSI of resource unit i.  is the total number of resource units.  denotes the average operation over multiple samples.

· Pros: simple; all of the metrics have a similar relationship to throughput

· Method 2: Weighted average over all layers:

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Pros: It closely emulates the expected system level throughput. It is to be noted that such properties of intermediate KPI may mean it can be used for other purposes than evaluation such as model monitoring

From the inputs of Tdocs for this meeting, for whether/which method between Method 1 and Method 2,there are basically three voices: Method 1, Method 2, and no/optionally additional method for representing SGCS of rank>1. 
· Opt 1: Method 1 is adopt as an additional method except for Method 3 – 3 companies
· Opt 2: Method 2 is adopt as an additional method except for Method 3 – 4 companies
· Opt 3: An additional method except for Method 3 is NOT adopted – 4 companies
· Opt 4: An additional method except for Method 3 is Optionally adopted – 2 companies
In the following question, more views from companies are collected first to make a further decision.
Question 2.2.1: For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, except for Method 3 which has been supported, which of the following options do you prefer:
· Option 1: Method 1 is adopt as an additional method except for Method 3
· Method 1: Average over all layers
· Option 2: Method 2 is adopt as an additional method except for Method 3
· Method 2: Weighted average over all layers

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Option 3: Either Method 1 or Method 2 is optionally adopted and reported by companies
· Option 4: Neither of Method 1 nor Method 2 is additionally adopted

	Option 1
	Support/Can accept
	vivo

	
	Object/Concern
	

	Option 2
	Support/Can accept
	CATT, Qualcomm, Fujitsu (support)

	
	Object/Concern
	

	Option 3
	Support/Can accept
	Lenovo, OPPO, Fujitsu (can accept),IITK, ETRI, Spreadtrum，CAICT

	
	Object/Concern
	

	Option 4
	Support/Can accept
	FUTUREWEI, CATT, vivo (with comment), Xiaomi, MediaTek,NTT DOCOMO, ETRI, ZTE

	
	Object/Concern
	Fujitsu



	Company
	View

	FUTUREWEI
	We do not think additional SGCS KPIs are needed, however, companies may include their choice when sharing their results.

	CATT
	We think Method3 is enough. If companies would like to select one method between Method1 and Method2. We prefer Method2.

	vivo
	It should be modified to: Neither of Method 1 nor Method 2 is additionally adopted.

	OPPO
	Whether Method 1 or Method 2 is adopted should be up to companies.

	Fujitsu
	Our view is that an additional SGCS is needed, and Method 2 is preferred. 

Method 3 by itself is not enough as an intermediate KPI. A single number, rather than multiple ones, is preferred as an intermediate KPI. For example, in the case of rank = 2, the SGCSs for the two layers are  and  for model #1, and those for model #2 are  and , which satisfy . In this case, it is difficult to decide which of the two AI/ML models is better by Method 3 only.

In Method 2, the layers are weighted differently by their associated singular values. While in Method 1, they are weighted equally. We think that it is more reasonable to have them weighted differently. The reasons are as follows. 

On one hand, simulation results show that the SGCS of the layer with a large singular value is larger than that with a small singular value. On the other hand, the layer associated with a larger singular value appears more frequently because the probability of scheduling UEs with a small number of layers is much bigger than more layers. So the layer with a larger singular value should be weighted higher, which is characterized in Method 2 but not Method 1.

	MediaTek
	We prefer to keep the number of intermediate KPI limited, so that the results from different companies will be better aligned and comparable

	NTT DOCOMO
	Method 3 has already provided enough information as an intermediate KPI. 

	ETRI
	Our preference is Option 4, but we can agree on Option 3 also for progress.

	ZTE
	From our view, there is no need to adopt additional SGCS methods for Rank>1, since Method 3 can reflect SGCS performance per layer well, and Method 1 can be derived from Method 3. 

	LG
	We also think Method 3 seems enough. If majority companies can be optionally select additional one (option 4), we can live with it. 

	
	

	
	

	
	

	
	




Issue#2-2 Other intermediate KPIs-motivation
Moderator note: In this meeting, 4 companies are in favor of introducing an additional intermediate KPI other than SGCS/NMSE. For the motivation of the introduction of additional intermediate KPI, e.g., Numerical spectral efficiency ratio/relative achievable rate (RAR), there have been two arguments: one is the SGCS calculation may cause the layer disorder issue, and the other is the RAR can better emulate the real throughput than SGCS/NMSE.
In the last meeting it has been concluded in the endorsed WA, that companies to ensure the correct calculation of SGCS and avoid layer disorder issue. Up until this meeting, there seems to be no company simulating with the layer disorder issue.
Then, we may further discuss/clarify the necessity to emulate the throughput using an intermediate KPI. It is Moderator’s understanding that, as we already have the eventual throughput agreed as the KPI, the motivation to introduce a redundant intermediate KPI to emulate it may not be so clear. Maybe the proponents can further clarify.
Question 2.2.2: For the intermediate KPI for evaluating the accuracy of the AI/ML output CSI, except for SGCS and NMSE which has been agreed as the baseline metrics, do you think there is necessity to introduce an intermediate KPI, e.g., the Relative achievable rate (RAR), to emulate the throughput (as the eventual throughput can still be used to compare the performance)?
· Relative achievable rate (RAR) 

where  is the complex channel matrix for RB 
 is the total number of RBs,
 is the reported precoding matrix for RB ,
 is the optimal (SVD-based) precoding matrix for RB ,
 is the number of MIMO layers the KPI is evaluated for,
 is the SNR-value;
· FFS the value of  used for RAR calculation

	Yes
	Lenvo, Qualcomm

	No
	FUTUREWEI, CATT, OPPO, MEDIATEK, NTT DOCOMO,ETRI, Spreadtrum



	Company
	View

	FUTUREWEI
	As agreed during last meeting, companies are to avoid the disorder issue when calculating SGCS, thus, we think there is no need to introduce additional intermediate KPIs.

	CATT
	Share the same view as FUTUREWEI.

	Lenovo
	As FL explained, metrics such as RAR could better represent the performance of throughput compared to SGCS. The metric is not sensitive to eigenvector disorder issue.

One example to show the deficiency of the defined SGCS with respect to our expectation.

Consider the two precoding vectors of  and . 

So SGCS will (as defined) shows complete similarity between vector  and , which is not desirable.

Application of other metrics like RAR or modification in definirion of SGCS may help in correcting this issue. 

	Qualcomm
	In our understanding, the purpose of intermediate KPI is to facilitate calibration and comparison based directly on the AI/ML model performance without going all the way to system-level evaluation results. The intermediate KPI associated with a CSI feedback scheme should then be a single number that reflects the trend in the eventual performance of that scheme. RAR satisfies these requirements, and therefore should be adopted as an intermediate KPI for all rank values. Reporting SGCS for each layer separately does not help to easily compare two schemes since it is possible that SGCS of one layer is better but SGCS of another layer is worse.

	OPPO
	We don’t support introduce other intermediate KPIs.

	Fujitsu
	We agree with Futurewei’s comments.

	MediaTek
	We believe SGCS and NMSE are well enough to evaluate and calibrate AI/ML models

	Spreadtrum
	There is no need to introduce additional intermediate KPIs.

	LG
	Same view with Futurewei and CATT

	
	

	
	

	
	

	
	

	
	



Issue#2-2a Other intermediate KPIs-parameter
Moderator note: If we want to introduce RAR, one FFS issue that may need to determined is how to set the SNR value for calculating RAR. As the intermediate KPI is calculated based on the testing dataset, the CSI samples in the testing dataset may not involve the large scale SNR information but rather eigenvectors or small scale channel matrixes. Proponents may provide the suggested value to see whether/how the AI/ML solution and legacy solution can make a realistic comparison.
Question 2.2.3: For the intermediate KPI for evaluating the accuracy of the AI/ML output CSI, if the Relative achievable rate (RAR) is introduced as an additional intermediate KPI, how to set the SNR-value for calculating RAR?
· Relative achievable rate (RAR) 

where  is the complex channel matrix for RB 
 is the total number of RBs,
 is the reported precoding matrix for RB ,
 is the optimal (SVD-based) precoding matrix for RB ,
 is the number of MIMO layers the KPI is evaluated for,
 is the SNR-value;
· FFS the value of  used for RAR calculation

	Company
	View

	CATT
	Not support. Same comments as Issue#2-2.

	Qualcomm
	The KPI can be calculated using one low value and one high value of SNR to understand the performance in different conditions.

	OPPO
	Not support.

	Fujitsu
	We suggest that we conclude Question 2.2.2 first before discussing this question.

	MediaTek
	Not support

	Spreadtrum
	Not support

	LG
	Not support.

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#2-3 Provision of upper bound with ideal CSI
Moderator note: In the last meeting, we have discussed whether an additional throughput baseline based on ideal CSI is to be introduced, and the purpose of introducing this KPI. In this meeting, 4 companies raised that we can consider/optionally consider the simulation results based on ideal CSI. In addition, ZTE [6] provided simulation results including the throughput with the ideal CSI. On the other hand, in the last meeting there are a number of companies who are not in favor of it. So, two options are given in the following question.
Question 2.2.4: For the evaluation of CSI enhancements, do you think there is need to introduce an additional throughput baseline based on ideal CSI (e.g., ideal eigenvector), which is taken as an upper bound for performance comparison?
· Option 1: No need
· Option 2: Yes
· Option 3: Companies can optionally provide the additional baseline based on ideal CSI

	Option 1
	Support/Can accept
	CATT

	
	Object/Concern
	

	Option 2
	Support/Can accept
	ZTE

	
	Object/Concern
	

	Option 3
	Support/Can accept
	FUTUREWEI, Qualcomm, OPPO, Fujitsu, MediaTek, NTT DOCOMO, ETRI, Spreadtrum CAICT, LG

	
	Object/Concern
	



	Company
	View

	ZTE
	From our view, the legacy eType II approach shows average performance and differs from companies which is difficult to calibrate among companies, and the upper bound (i.e., ideal CSI feedback) may not have much difference, it could make cross checking on eventual KPIs (e.g. UPT, throughput) much easier. Furthermore, it is helpful to compare the AI performance with the ideal CSI feedback to see how much performance room is left for improvement. Therefore, we propose ideal CSI feedback should be adopted as an additional throughput baseline at least for calibration purpose.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




2.2-2: Others
Question 2.2.5: Do you think there are additional high priority issues or EVM parameters which are generic to all sub use cases and have not been discussed/captured in previous sub-sections?

	Company
	View

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



2nd round email discussions
Issue#2-1 (High priority) SGCS calculation for rank>1 – additional method
Moderator note: In the 1st round email discussion, 8 companies prefer Option 4, while one company is against Option 4; 6 companies prefer Option 3, 3 companies prefer Option 2, and 1 company prefer Option 1. So in the 2nd round, let’s see if Option 3 is a compromised solution for both sides.
Proposal 2.3.1: For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, except for Method 3 which has been supported, company can optionally report either Method 1 or Method 2 as an additional metric:
· Method 1: Average over all layers
· Method 2: Weighted average over all layers

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .

	Support/Can accept
	LG, OPPO, IITK, ETRI, CMCC, CAICT, AT&T, Xiaomi

	Object/Concern
	Vivo



	Company
	View

	vivo
	It seems there is no consensus on this issue, and naturally it goes to Option-4.

	FUTUREWEI
	We think companies can always optionally report other intermediate KPI(s) if they wish, thus, we are not sure the need for this proposal.

	Xiaomi
	We are fine with this proposal, it is better to add method 3 as one sub-bullet, if not, the proposal seems not complete. 

	Qualcomm
	If there is no agreement on a common method that results in a single metric, then it would be difficult to compare the results across companies.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Issue#2-2 Other intermediate KPIs-motivation
Moderator note: No change from the 1st round. Let’s keep collecting more inputs.
Question 2.3.1: For the intermediate KPI for evaluating the accuracy of the AI/ML output CSI, except for SGCS and NMSE which has been agreed as the baseline metrics, do you think there is necessity to introduce an intermediate KPI, e.g., the Relative achievable rate (RAR), to emulate the throughput (as the eventual throughput can still be used to compare the performance)?
· Relative achievable rate (RAR) 

where  is the complex channel matrix for RB 
 is the total number of RBs,
 is the reported precoding matrix for RB ,
 is the optimal (SVD-based) precoding matrix for RB ,
 is the number of MIMO layers the KPI is evaluated for,
 is the SNR-value;
· FFS the value of  used for RAR calculation

	Yes
	Lenvo, Qualcomm

	No
	FUTUREWEI, CATT, OPPO, MEDIATEK, NTT DOCOMO,ETRI, Spreadtrum, LG, CMCC, CAICT, AT&T, Xiaomi, Samsung



	Company
	View

	FUTUREWEI
	As agreed during last meeting, companies are to avoid the disorder issue when calculating SGCS, thus, we think there is no need to introduce additional intermediate KPIs.

	CATT
	Share the same view as FUTUREWEI.

	Lenovo
	As FL explained, metrics such as RAR could better represent the performance of throughput compared to SGCS. The metric is not sensitive to eigenvector disorder issue.

One example to show the deficiency of the defined SGCS with respect to our expectation.

Consider the two precoding vectors of  and . 

So SGCS will (as defined) shows complete similarity between vector  and , which is not desirable.

Application of other metrics like RAR or modification in definirion of SGCS may help in correcting this issue. 

	Qualcomm
	In our understanding, the purpose of intermediate KPI is to facilitate calibration and comparison based directly on the AI/ML model performance without going all the way to system-level evaluation results. The intermediate KPI associated with a CSI feedback scheme should then be a single number that reflects the trend in the eventual performance of that scheme. RAR satisfies these requirements, and therefore should be adopted as an intermediate KPI for all rank values. Reporting SGCS for each layer separately does not help to easily compare two schemes since it is possible that SGCS of one layer is better but SGCS of another layer is worse.

	OPPO
	We don’t support introduce other intermediate KPIs.

	Fujitsu
	We agree with Futurewei’s comments.

	MediaTek
	We believe SGCS and NMSE are well enough to evaluate and calibrate AI/ML models

	Spreadtrum
	There is no need to introduce additional intermediate KPIs.

	Moderator
	@ Lenovo The layer disorder issue has been concluded with a WA in the last meeting. Unless there is simulation results (rather than numerical analysis) to convince the existence of layer disorder issue, please avoid repeatedly using this argument.
@QC “SGCS of one layer is better but SGCS of another layer is worse” – if this situation happens, wouldn’t then the benefit of the per layer SGCS report, which reflects the differentiated performance from per layer level? If we adopt a single SGCS formula, then we may mistakenly judge that model#A/solution#A is better than model#B/solution#B, but miss the information that model#B/solution#B can outperform model#A/solution#A in some cases. In the case you raised, it is natural that we should not simply say one model is better than the other.

	Lenovo
	@FL: As discussed in person, we are not repeating the disorder issue.

We bring an example that SGCS (with current definition) return a value for similarity of two vectors which are desirable. 

Consider the two precoding vectors of  and . 

So SGCS will (as defined) shows complete similarity between vector  and , which is not desirable (they are actually orthogonal)

Application RAR will not result to such issues and will be closer metric to practical cases.

So we were thinking of adopting other metrics like RAR or or modification the definition of SGCS.

	Samsung
	
We empathize with the proponents but RAR would emulate the UPT if the gNB directly applies the reported precoder. This is not usually the case especially in the case of MU-MIMO. We do not see a strong case for adopting a new intermediate KPI.

In our understanding, the case Lenovo mentioned in the above is a corner case for larger dimensions, e.g., 32 ports.  

	Qualcomm
	@Moderator: An intermediate KPI should allow clear comparison of two models or schemes in all cases. If one spatial layer has better SGCS and another layer has worse SGCS, the net effect on the achievable rate is one way to understand the overall impact, and metrics such as RAR can help with this more accurately compared to an average of the SGCS.

	
	

	
	



Issue#2-2a Other intermediate KPIs-parameter
Moderator note: If we want to introduce RAR, one FFS issue that may need to determined is how to set the SNR value for calculating RAR. As the intermediate KPI is calculated based on the testing dataset, the CSI samples in the testing dataset may not involve the large scale SNR information but rather eigenvectors or small scale channel matrixes. Proponents may provide the suggested value to see whether/how the AI/ML solution and legacy solution can make a realistic comparison.
Question 2.3.2: For the intermediate KPI for evaluating the accuracy of the AI/ML output CSI, if the Relative achievable rate (RAR) is introduced as an additional intermediate KPI, how to set the SNR-value for calculating RAR?
· Relative achievable rate (RAR) 

where  is the complex channel matrix for RB 
 is the total number of RBs,
 is the reported precoding matrix for RB ,
 is the optimal (SVD-based) precoding matrix for RB ,
 is the number of MIMO layers the KPI is evaluated for,
 is the SNR-value;
· FFS the value of  used for RAR calculation

	Company
	View

	CATT
	Not support. Same comments as Issue#2-2.

	Qualcomm
	The KPI can be calculated using one low value and one high value of SNR to understand the performance in different conditions.

	OPPO
	Not support.

	Fujitsu
	We suggest that we conclude Question 2.2.2 first before discussing this question.

	MediaTek
	Not support

	Spreadtrum
	Not support

	LG
	Not support.

	vivo
	Not support

	ETRI
	Not support

	FUTUREWEI
	We should conclude Question 2.3.1 first before discussing this.

	CMCC
	Not support.

	CAICT
	Not support

	Lenovo
	Agree with Futurrewei

	Samsung
	No need. 



Issue#2-3 Provision of upper bound with ideal CSI
Moderator note: In the 1st round, 8 companies prefer Option 3, i.e. optionally provide upper bound with ideal CSI; 1 company prefer Option 1, and 1 company prefer Option 2. So in the 2nd round, let’s see if we can go with Option 3
Proposal 2.3.2: For the evaluation of CSI enhancements, companies can optionally provide the additional throughput baseline based on ideal CSI (e.g., ideal eigenvector), which is taken as an upper bound for performance comparison

	Support/Can accept
	LG, vivo, OPPO, IITK, ETRI, FUTUREWEI, CMCC, AT&T, Lenovo, Samsung, Qualcomm

	Object/Concern
	



	Company
	View

	FUTUREWEI
	We are ok with this proposal, however, as mentioned in our feedback for intermediate KPI, companies can always provide additional KPI(s), for baseline or not, thus, not sure if we need this proposal.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Specific evaluation methodology for CSI compression sub use case 
[bookmark: OLE_LINK14][bookmark: OLE_LINK13]Summary of views from companies
3.1-1: Evaluation findings from companies
CSI compression in spatial-frequency domain
· Findings on spatial-frequency domain CSI compression
· [bookmark: _Hlk110334233]Huawei, Hisilicon: With the same overhead of CSI feedback and in terms of cell average throughput, AI/ML-based CSI compression on spatial-frequency domain can outperform Rel-16 Type II codebook with
· 7%-10.3% gain on rank 1 under full buffer traffic.
· 8.9%-14.8% gain on rank 2 under full buffer traffic.
· Huawei, Hisilicon: With the same overhead of CSI feedback and in terms of mean UPT, AI/ML-based CSI compression on spatial-frequency domain can outperform Rel-16 Type II codebook with
· 2.2%-2.5% gain on rank 1 under FTP traffic and 50% RU.
· 3.2%-7.8% gain on rank 1 under FTP traffic and 70% RU.
· 4.8%-8.8% gain on rank 1 under FTP traffic and 80% RU. 
· 5.4%-10.1% gain on rank 2 under FTP traffic and 50% RU.
· 7.2%-14.4% gain on rank 2 under FTP traffic and 70% RU.
· 7.5%-14.5% gain on rank 2 under FTP traffic and 80% RU. 
· Huawei, Hisilicon: With the same overhead of CSI feedback and in terms of 5% UPT, AI/ML-based CSI compression on spatial-frequency domain can outperform Rel-16 Type II codebook with
· 2.2%-7% gain on rank 1 under FTP traffic and 50% RU.
· 6.4%-14.6% gain on rank 1 under FTP traffic and 70% RU.
· 7.1%-16.3% gain on rank 1 under FTP traffic and 80% RU. 
· 4.3%-13.3% gain on rank 2 under FTP traffic and 50% RU.
· 8.1%-18% gain on rank 2 under FTP traffic and 70% RU.
· 9.1%-23.7% gain on rank 2 under FTP traffic and 80% RU. 
· Huawei, Hisilicon: With the same overhead of CSI feedback and in terms of cell average throughput, AI/ML-based CSI compression with additional past CSI as input can outperform Rel-16 Type II codebook with
· 18.3%-25.4% gain on rank 1 under full buffer traffic.
· 23.3%-30.2% gain on rank 2 under full buffer traffic.
· Huawei, Hisilicon: With the same overhead of CSI feedback and in terms of mean UPT, AI/ML-based CSI compression on spatial-frequency domain with additional past CSI as input can outperform Rel-16 Type II codebook with
· 7.7%-14.9% gain on rank 1 under FTP traffic and 80% RU.
· 16.6%-28.6% gain on rank 2 under FTP traffic and 80% RU.
· Huawei, Hisilicon: With the same overhead of CSI feedback and in terms of 5% UPT, AI/ML-based CSI compression on spatial-frequency domain with additional past CSI as input can outperform Rel-16 Type II codebook with
· 10%-28.4% gain on rank 1 under FTP traffic and 80% RU.
· 17%-39.2% gain on rank 2 under FTP traffic and 80% RU.
· [bookmark: _Toc115430243][bookmark: _Toc115430161][bookmark: _Toc118488964]Qualcomm AI/ML based CSI compression gives UL overhead gains of around 50% for mean throughputs (at a mean throughput around 14.4 Mbps) and 25% for cell-edge throughputs (around 2.6 Mbps).
· Qualcomm For Bursty Traffic
· At 10% RU, we see a 64% improvement in UL overhead at a mean user experience of around 170 Mbps. At similar improvement in UL overhead, the edge user experience is around 85 Mbps.
· At 40% RU, we observe a 55% improvement in UL overhead at a mean user experience of 95 Mbps. At an edge user experience of around 38 Mbps, the gain in UL overhead is 48%.
· At 80% RU, we observe a 55% improvement in UL overhead at a mean user experience of around 45 Mbps, and an edge user experience of around 11 Mbps
· Ericsson: The gains for EncA1 – DecA1 over eType-II ParComb 1 is 3.4% in rank-2 mean RAR and 7.0% in rank-4 mean RAR, hence the performance of using AI-CSI tends to be larger at higher rank PDSCH transmission compared to lower rank
· Apple: Transformer based AE can achieve better performance comparing to type II codebook
· ZTE: For rank 1, AI-based CSI reconstruction completely outperforms the Rel-16 eType II in term of SGCS. With the same feedback overhead, AI-based CSI recovery can obtain 7%-8% SGCS gains
· ZTE: For rank 1, AI-based CSI reconstruction achieves very little average UPT gain, where less than 1% average UPT gain over Rel-16 eTypeII with the same feedback overhead is obtained, and the margin of AI-based CSI recovery to ideal CSI feedback is a little more than 1% as AI-based CSI reconstruction and Rel-16 eTypeII can already work well in single layer scheduling
· ZTE: For rank 1, AI-based CSI reconstruction achieves 2% ~ 20% performance gain for 5% tail UPT, and the margin of AI-based CSI recovery to ideal CSI feedback is 7%.
· ZTE: For up to rank 2, with the same feedback overhead, AI based CSI reconstruction has about 4%-6% average UPT gain over the Rel-16 eType II under the case of 50% RU and 5%-8.5% average UPT gain can be obtained by AI based CSI recovery under the case of 70% RU.
· With regard to up to rank 2, for average UPT, the margin of AI-based CSI recovery to ideal CSI feedback is 6% under the case of 50% RU, and 11% under the case of 70% RU.
· ZTE: For up to rank 2, with the same feedback overhead, AI based CSI reconstruction has about 10%-37% performance gain for 5% tail UPT over the Rel-16 eType II under the case of 50% RU and 10%-25% performance gain for 5% tail UPT can be obtained by AI based CSI recovery under the case of 70% RU.
· With regard to up to rank 2, for 5% tail UPT, the margin of AI-based CSI recovery to ideal CSI feedback is 30% under the case of 50% RU, and 42% under the case of 70% RU.
· ZTE: The SGCS performance for AI/ML-based CSI compression presents positive correlation with the throughput performance for maximum rank up to 2.
· ZTE: For up to rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 4%-13% average UPT gain over the Rel-16 eType II under the case of 50% RU and 6%-16% average UPT gain can be obtained by AI based CSI reconstruction under the case of 70% RU
· With regard to up to rank 4, for average UPT, the margin of AI-based CSI recovery to ideal CSI feedback is 28% under the case of 50% RU, and 32% under the case of 70% RU.
· ZTE: For up to rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 7%-13% performance gain for 5% tail UPT over the Rel-16 eType II under the case of 50% RU and 13%-22% performance gain for 5% tail UPT can be obtained by AI-based CSI recovery under the case of 70% RU.
· With regard to up to rank 4, for 5% tail UPT, the margin of AI-based CSI recovery to ideal CSI feedback is 30% under the case of 50% RU, and 55% under the case of 70% RU.
· ZTE: The SGCS performance for AI/ML-based CSI compression presents positive correlation with the throughput performance for up to rank 4.
· MediaTek: On average over evaluation settings with 100~300 bits of CSI feedback, AI/ML models achieve 5.43% GCS gain over eType II codebook in terms of CSI feedback accuracy. The GCS gain ranges from 3.75% to 6.47% for 100~300 bits of CSI feedback.
· MediaTek: At 0.85 GCS, the AI/ML model is able to approximately reduce feedback overhead by 36%.
· Xiaomi: AI based CSI enhancement shows 10% performance gain on average SE comparing with eType2 codebook
· CATT: Compared to Rel-16 Type II codebook based CSI feedback, obvious performance gain can be achieved by CSI feedback with proposed scalable AI/ML model for rank=1, 2, 3, 4:
· SGCS can be improved by 0.02~0.22 under the same CSI feedback payload;
· Payload can be saved by 30%~60% bits under the same SGCS.
· Comba: With the increase of compression rate the, the AI-based compression model will perform worse
· NTT DOCOMO: AI/ML could always provide obvious gain over Rel-16 Type II codebook in both 5% and average UPT due to the higher possibility of high rank CSI report
· NTT DOCOMO: More than ~20% performance gain could be obtained by AI/ML methods for both 5% UPT and average UPT across different traffic loads if adequate payload sizes are configured
· NTT DOCOMO: AI/ML could achieve the same SLS performance with around 1/2~2/3 payload size reduction from Rel-16 Type II codebook at high CSI payload size, e.g., 600bits
· Intel: ML based Autoencoder can outperform Rel-16 eType II codebook for Rank-1 case in almost all overhead regimes for InH and Dense Urban Macro deployments
· CMCC: Compared with traditional codebook, AI/ML based CSI feedback schemes could improve the CSI accuracy with the same or similar number of feedback bits. 
· With the same or similar number of feedback bits, AI based approach could obtain 4%~40% performance gain over traditional codebook in the square of generalized cosine similarity
· CMCC: Compared with traditional codebook, AI/ML based CSI feedback schemes could reduce CSI feedback bits when achieving the same CSI or higher accuracy
· With similar performance in the square of generalized cosine similarity, AI based approach could reduce 30%~60% feedback bits
· InterDigital: When evaluated with the intermediate KPI (SGCS), the AI/ML model outperforms Rel-16 Type II codebook while having lower overhead.
· InterDigital: For end-to-end throughput measurements, the AE outperforms Rel-16 Type II baseline of comparable feedback size.
· CAICT: From preliminary results, AI based spatial-frequency domain CSI compression shows good SGCS performance at least for rank=1
· China Telecom: Compared with traditional Rel-16 enhanced Type II codebook, AI/ML based CSI feedback schemes could improve the CSI accuracy with the same feedback bits.
· China Telecom: Compared with traditional Rel-16 enhanced Type II codebook, AI/ML based CSI feedback schemes could reduce CSI feedback bits with the similar CSI accuracy.
· ETRI: With an Autoencoder using a previously developed neural network structure, CsiNet, there are significant improvements in terms of SGCS compared to the baseline (eTypeII) in CSI compression sub use case.
· Fraunhofer: The performance of NN are strongly dependent on the architecture of the network and the parameters of the scenario e.g., compression rate. 
· FUTUREWEI: When evaluating AI/ML model performance CSI feedback compression sub use case using system level throughput KPIs, i.e., mean UPT and 5%-tile UPT, there is no significant performance difference between when encoder output size is 64 and when encoder output size is 128
· FUTUREWEI: AI/ML-based CSI feedback compression using eigenvectors of channels as the input to the CSI feedback generation part and as the output of the CSI reconstruction part achieved decent reconstruction accuracy with ~3% performance degradation (evaluated using intermediate KPI SGCS) when applying vector quantization on the output of the CSI generation part with sufficiently large quantization codebook size, e.g., 1024
· Spreadtrum: The AI based CSI compression and recovery can achieve better SGCS performance and lower feedback bits cost than Rel-16 eType II codebook
· Preliminary trends observed by more than one company
· Different effects of AI/ML on different layers: The benefit of AI/ML method is more obvious in higher rank CSI compression due to better efficiency on compression than legacy Type II. Huawei, Hisilicon, ZTE, OPPO, NTT DOCOMO
· Huawei, Hisilicon: For the rank=2 case, AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more gains over the Rel-16 Type II on the 2nd layer than on the 1st layer.
· ZTE: AI-based CSI reconstruction shows performance gain in SGCS per layer over the Rel-16 eType II for rank 3/4
· ZTE: AI-based CSI reconstruction shows larger performance gains in layer 3/4 than layer 1/2 in terms of SGCS with the assumption of the same feedback overhead of each layer.
· ZTE: The case of rank>1 should be prioritized in later discussion.
· OPPO: Compared to rank 1 achieving 5%~8% SGCS gain and 1%~3% SLS throughput gain, AI based CSI feedback achieves 8%~16% SGCS gain and 4%~10% SLS throughput gain for rank 2.
· NTT DOCOMO: The benefit of AI/ML method is more obvious in higher rank CSI compression

· Performance of different layers: 1st layer has higher SGCS than later layers Huawei, Hisilicon, Nokia, ZTE, MediaTek CATT
· Huawei, Hisilicon: For the rank=2 case, the 1st layer achieves higher SGCS than that of the 2nd layer as the eigenvectors of the 2nd layer are more sparse
· Nokia We find that the first layer has a significantly higher GCS than the second layer.
· MediaTek: For rank-2 channels in Dataset 1-Dataset 3, EVs of layer 0 are more correlative across frequency and antenna domains compared to EVs of layer 1.
· Impact of CSI payload size: Compared to higher/lower feedback overhead, AI based CSI feedback achieves larger gain with lower/higher feedback overhead. 
· OPPO: Compared to higher feedback overhead achieving 1% for rank 1 and 4% for rank 2 SLS throughput gain, AI based CSI feedback achieves larger SLS throughput gain with lower feedback overhead, about 3% for rank 1 and 10% for rank 2
· NTT DOCOMO: the performance gain of AI/ML methods becomes more obvious than in low payload size
· NTT DOCOMO: The possibility of the high rank CSI report increases with the payload size increase
· InterDigital: The relative gain in average throughput for the AE compared to the Rel-16 Type II baseline ranges from 4% to 27% when the resource utilization changes from 78% to 25%.
· Impact of traffic load/RU: AI/ML approaches show better throughput performance with heavy traffic load/full buffer. Huawei, Hisilicon, ZTE, OPPO, NTT DOCOMO
· Huawei, Hisilicon: AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more obvious gains over the Rel-16 Type II codebook on high RU than low RU
· ZTE: For up to rank 2, with the same feedback overhead, AI based CSI reconstruction has about 4%-6% average UPT gain over the Rel-16 eType II under the case of 50% RU and 5%-8.5% average UPT gain can be obtained by AI based CSI recovery under the case of 70% RU.
· ZTE: For up to rank 4, with the same feedback overhead, AI-based CSI reconstruction has about 4%-13% average UPT gain over the Rel-16 eType II under the case of 50% RU and 6%-16% average UPT gain can be obtained by AI based CSI reconstruction under the case of 70% RU.
· ZTE: AI/ML approaches show better average throughput performance with heavy traffic load for up to rank 2
· ZTE: AI/ML approaches show better throughput performance with heavy traffic load for up to rank 4.
· OPPO: Compared to FTP model achieving 1%~3% SLS throughput gain for rank 1, AI based CSI feedback achieves larger SLS throughput gain for full buffer model about 3%~6%.
· NTT DOCOMO: The possibility of high rank transmissions decreases with the traffic load increase
· As a result, the best performance gain of AI/ML method could also be obtained when AI/ML method reaches the dominant point of rank 2 transmission while Rel-16 does not
· Effects on cell edge UEs: AI/ML can achieve more/less gains for cell edge UEs (than average). Huawei, Hisilicon, 
· Huawei, Hisilicon: AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more obvious gains over the Rel-16 Type II codebook for cell edge UPT than average UPT
· InterDigital: The Rel-16 Type II baseline slightly outperforms the AE for the 5th percentile throughput
· InterDigital: It is proposed to study model optimization for low geometry UEs

CSI compression in temporal-spatial-frequency domain
· Samsung: Adding the time-domain in the CSI compression domains, i.e., CSI compression in spatial-frequency-time domains, achieves a higher compression, i.e., further reduction in CSI report overhead, as compared to spatial-frequency domain CSI compression
· Samsung: AI-based CSI compression incurs a multiple order of increase in the computational complexity (measured in terms of number of FLOPs) as compared to CSI computation based on Rel-16 eType II codebook
· The increase in FLOPs is invariant with respect to the number of time-domain CSI measurements considered in the compression, i.e., same for spatial-frequency-domain and spatial-frequency-time-domain compression. 
· The model size remains in the same range for spatial-frequency-domain and temporal-spatial-frequency -domain compression
· Samsung: Significant gain is observed for UE-side joint CSI prediction and compression as compared to Rel-16 CB reporting without prediction
· Most of the performance gain is attributed to CSI prediction as compared to compression.
· The prediction based on full channel matrices outperforms prediction based on eigenvectors.
· Samsung: gNB-side prediction performs well as UE-side prediction if the UE-side eigenvectors are available at the gNB side
· The UE-side eigenvectors can be compressed and reported with overhead that scales up with the reported rank

Other views
· NVIDIA: AI/ML based algorithms for CSI compression (e.g., using autoencoders) should be selected as a sub-use case for evaluation

3.1-2: AI/ML training methods
· Lenovo: The three types of training scheme can be used in different stages of training, re-training, e.g., initial training, model update,  model fine-tuning.
· Lenovo: One AI/ML model may use different training schemes for different stages during the life cycle of the model. For example, use Training Type 3 for initial training and Training Type 2 for model update.
· Lenovo: The KPIs that are important for evaluation of the training scheme may be different depending on:
· Lifecycle stage during which training is performed (e.g. initial training, model update , …)
· Where the training is performed (e.g., UE, on gNB, on other node(s) in the cloud)
· If training needs only simulated data or offline field dataset or online (e.g., (near) real-time) dataset is needed.

· [bookmark: _Toc118126780][bookmark: _Toc118499914][bookmark: _Toc118576388][bookmark: _Toc118446374]Lenovo: As the KPIs needed for evaluation of a certain training scheme differ based on parameters such as lifecycle stage, training entity, dataset type, companies are encouraged to report the following quadruple in their performance evaluations.
[bookmark: _Toc118499915][bookmark: _Toc118446375][bookmark: _Toc118126781][bookmark: _Toc118576389](Training scheme, Lifecycle stage, Training entity, Dataset type)
· [bookmark: _Toc118499916][bookmark: _Toc118446376][bookmark: _Toc118126782][bookmark: _Toc118576390]where:
· [bookmark: _Toc118126783][bookmark: _Toc118499917][bookmark: _Toc118446377][bookmark: _Toc118576391]Training scheme: Type 1, Type 2, Type 3
· [bookmark: _Toc118126784][bookmark: _Toc118446378][bookmark: _Toc118499918][bookmark: _Toc118576392]Lifecycle stage: Initial Training, Model update, Fine-tuning
· [bookmark: _Toc118126785][bookmark: _Toc118446379][bookmark: _Toc118576393][bookmark: _Toc118499919]Training entity: UE, gNB, both UE and gNB, cloud node(s)
· [bookmark: _Toc118446380][bookmark: _Toc118499920][bookmark: _Toc118576394][bookmark: _Toc118126786]Dataset type: Simulated dataset, Offline field dataset, Online (near-real time) dataset

· [bookmark: _Toc118499921][bookmark: _Toc118576395][bookmark: _Toc115342402][bookmark: _Toc115421239][bookmark: _Toc118446381][bookmark: _Toc115341650][bookmark: _Toc115421366][bookmark: _Toc115451112][bookmark: _Toc118126787][bookmark: _Toc115191202]Lenovo: Identify important  quadruples of (Training scheme, Lifecycle stage, Training entity, Dataset type) and  discuss which KPIs should be evaluated for each case. 
· [bookmark: _Toc118499923][bookmark: _Toc118499922][bookmark: _Toc118576396][bookmark: _Toc118499924]Lenovo: For initial training based on Type 3, when training carried out on cloud nodes, the performance and overhead associated with model adaptation (e.g., model update, model switching, model fine-tuning) should be discussed.  


Descriptions/Findings for Type 1
· vivo: Study the performance and overhead of per-cell (region) model transfer in CSI compression

Descriptions/Findings for Type 2
· Huawei, Hisilicon: For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), analyze the feasibility of the following two training orders for N Network part models to M UE part models:
· Option 1: Simultaneously train all N Network part models and M UE part models involving all vendors
· Challenges on aligning the training time point of all involved Network vendors and UE vendors
· Option 2: Sequentially train Network part models and UE part models in a pairwise manner
· Fairness harmed for later trained Network-UE pairs where only one side may be able to update parameters during the joint training
· [bookmark: _Toc118726366]Ericsson: For both Type 2 and Type 3 training, also evaluate the case with N>1 and M>1
· Ericsson: If Type 2 training is considered for multi- NW vendor training (N>1), study the impact of different channel databases used at the encoder inputs and how to align these; the possibility of using different loss functions at the decoders and how to align these; and how the joint loss should be designed in a heterogeneous training setup
· Ericsson: Study security aspects of training two-sided models
· MediaTek: Report UE’s gain/loss and gNB’s gain/loss separately for unmatched encoder-decoder pairs in any training strategy
· Samsung: For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), for multi-vendors training Case 2, i.e., one NW part model and M>1 separate UE part models, and Case 3, i.e., one UE part model and N>1 separate NW part models, evaluate and compare the following two training scenarios
· Scenario 1: training in a single session
· Scenario 2: training in multiple sequential training sessions, i.e, one UE part and one network part at each training session.

· Different structures between NW part and UE part (NW and UE are not aware of the AI/ML model of each other) vivo, Qualcomm, MediaTek, 
· [bookmark: _Toc115429991][bookmark: _Toc115430162][bookmark: _Toc115430011][bookmark: _Toc115430037][bookmark: _Toc115430244]MediaTek: Define a mechanism/threshold to identify and avoid certain vulnerable pairings of encoders and decoders
Findings
· Qualcomm: Type 2 offline training of the UE-side model and NW-side model is feasible even if the ML model structure of the UE-side and NW-side models are not matched.
· MediaTek: UE and gNB vendors equally suffer from the performance loss of the unmatched pairs in the joint training. In average for all unmatched pairs, UE losses 2.23% performance and gNB losses 2.26%
· MediaTek: Overall, joint training on all pairs caused 1.68% performance loss

· One common CSI reconstruction part at NW to M>1 CSI generation parts of different UEs vivo, Qualcomm, MediaTek
Findings
· vivo: One common CSI reconstruction part could be trained to match multiple CSI generation parts of different UEs in training collaboration type 2 at the cost of some performance loss
· vivo: Considering one common CSI reconstruction part matching three CSI generation parts, SGCS performance gain of AI/ML models over Rel-16 Type II codebook reduces from 0.075 to 0.052, i.e., losing about 30% performance gain.
· Qualcomm: It is feasible to use Type 2 offline training to train a common NW-side model together with separate UE-side models without any performance impact when compared to training a separate NW-side model for each UE-side model
· MediaTek: With training type 2, multi-encoder single-decoder setting have inferior performance compared to single-encoder single-decoder setting
· MediaTek: In pair-to-pair comparison with joint training strategy of single-encoder single-decoder setting, using four encoders (instead of one) causes 0.7% performance loss
· MediaTek: Employing multi-encoder training strategies, UEs and gNBs lose ~2.4% performance in average
· MediaTek: In both multi-decoder and multi-encoder training strategies, matched encoder-decoder pairs may promote themselves at the cost of degrading the performance of unmatched encoder or decoder

· Multiple CSI reconstruction parts of different NWs to one common CSI generation part at UE vivo, MediaTek
Solutions/views
· MediaTek: Assign higher priority to single-encoder multi-decoder setting compared to multi-encoder single-training with joint training strategy
Findings
· vivo: One common CSI generation part could be trained to match multiple CSI reconstruction parts of different networks in training collaboration type 2 at the cost of some performance loss
· vivo: Considering one common CSI generation part matching three CSI reconstruction parts, SGCS performance gain of AI/ML models over Rel-16 Type II codebook reduce from 0.075 to 0.061, i.e., losing about 19% performance gain.
· MediaTek: In single-encoder multi-decoder training strategy, we observe 0.3% performance loss compared to the joint training. Also, degradation for both UE and gNB vendors are ~2.0%.
· MediaTek: In both multi-decoder and multi-encoder training strategies, matched encoder-decoder pairs may promote themselves at the cost of degrading the performance of unmatched encoder or decoder

· N>1 CSI reconstruction parts of different NWs to M>1 CSI generation parts at UE Ericsson
· Ericsson: Hence, we train 2 UE encoder jointly with 2 NW decoders (i.e. (n=2, m=2))
Findings
· Ericsson: The tested Type 2 joint training of two UE encoders and two NW decoders, that can be paired in any combination, worked well with only a slight (about 1%) degradation compared to the reference pair. All pairs have about the same performance

· Loss function generation of N>1 CSI reconstruction parts of different NWs
· MediaTek: Discuss how to calculate a joint loss to avoid adverse bias toward the matched pairs
· In our pilot study, we use a joint loss that is simply calculated by averaging over all individual losses of gNBs
· Ericsson: This produces four different reconstructions, corresponding to the combinations (EncA – DecA), (EncA – DecC), (EncB – DecA), and (EncB – DecC.). A joint loss is computed from these 4 losses.

· Dataset interaction/training order
· MediaTek: Study different parameters’ update scheduling for multi-encoder or multi-decoder settings using any training strategy
· The UEs can share a common dataset or employ UE-specific datasets, also UE/gNB vendors may undergo concurrent, alternating, and sequential updating schedule
· Overhead calculation
· vivo: Overhead in information exchange for training collaboration type 2 grows linearly with the number of iterations at training stage
· Huawei, HiSilicon, vivo Overhead ≈ # of epoch*(forward-propagation information + back-propagation information + input data)

Descriptions/Findings for Type 3

· Direction 1: Sequential training starting with Network side training (NW-first training) Huawei, HiSilicon, Qualcomm, Ericsson, MediaTek, CATT, Xiaomi, CMCC
Solution description
· Huawei, HiSilicon: Two options can be studied for Step2 of the training Type 3 procedure, e.g., for the NW-first training:
· Step2: After Network side training is finished, Network side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Option 1: The set of information includes the input (original CSI) and output (CSI feedback) of the Network side CSI generation part
· Option 2: The set of information includes the output (CSI feedback) of the Network side CSI generation part only
· Huawei, HiSilicon: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases are considered for multi-vendors:
· Case 1 (baseline): Type 3 training between one NW part model to one UE part model
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part models and the NW part model, and the size of quantization input/de-quantization output.
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· FFS: different quantization methods among UE sides
· Note: the NW-first training can naturally support one NW side to Multi-UE sides
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part models, and the size of quantization input/de-quantization output.
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS: different dequantization methods among NW sides
· Note: the UE-first training can naturally support one UE side to Multi-NW sides
· FFS: whether/how to report overhead
· Qualcomm: gNB-first type3-alt training: gNB-Dec is trained first and then UE-Enc is trained with a frozen gNB-Dec - This approach may require exchange of activation (latent vector), gradient and corresponding target for loss function computation
· MediaTek: In the gNB-first separate training strategy, gNB should inform UE vendor at least about the type of its dropped encoder’s architecture
Findings
· Huawei, HiSilicon: One common Network part model to M>1 UE part models is naturally supported for the NW-first training, as the dataset generated by one Network side CSI reconstruction part can be delivered to multiple UEs to train multiple CSI generation parts independently
· Qualcomm: gNB-first type3 training with dataset exchange performs worse compared to type1 and type3 with activation/gradient exchange (type3-alt), since type3-alt training is based on end-to-end loss minimization in contrast to latent space loss minimization which is used in type3
· Ericsson: For Type 3 sequential training, the tested NW-first training approach worked well, with no noticeable performance difference compared to Type 1 joint training.
· MediaTek: In gNB-first separate training, matched pairs not only do not experience performance loss, but they also reach a gain compared to joint training.
· Xiaomi: Type 3 separate training can achieve similar performance with Type 1 joint training on SGCS
· CMCC: With large enough dataset samples at UE side, separate training could achieve similar SGCS as joint training
· CMCC: When the number of dataset samples at UE side decreases, the SGCS of separate training will also decrease.


How to achieve N NW part models to M UE part models (Multiple CSI reconstruction parts of different NWs to one common CSI generation part at UE) Huawei, HiSilicon, MediaTek
· Solution description: (For NW-first training) UE uses a mix of N=2 datasets generated by two different Networks to train a common CSI generation part Huawei, HiSilicon
· Findings
· Huawei, HiSilicon: For AI/ML-based CSI compression, there is only minor margin (<0.5%) between the SGCS of the separate training and the SGCS of the joint training when the separate training considers N>1 Network part models to one common UE part model with a different backbone or a different structure from any of the N Network part models.
· MediaTek: On average, using gNB-first separate training for single-encoder multi-decoder setting degrades the performance by -58.89% compared to joint training for single-encoder single-decoder setting
· MediaTek: On average, using gNB-first separate training for single-encoder multi-decoder setting degrades the performance by -58.63% compared to joint training for single-encoder multi-decoder setting
· MediaTek: On average, using gNB-first separate training for single-encoder multi-decoder setting degrades the performance by -58.97% compared to joint training for single-encoder multi-decoder setting
· MediaTek: On average, UE’s gain is -59.63% from gNB-first separate training for single-encoder multi-decoder
· MediaTek: On average, gNB’s gain is -59.57% from gNB-first separate training for single-encoder multi-decoder setting
· MediaTek: gNB-first separate training has inferior performance compared to UE-first separate training for any number of encoders and decoders participating in the training session

· Direction 2: Sequential training starting with UE side training (UE-first training) vivo, Qualcomm, Ericsson, MediaTek, CATT
· Qualcomm: UE-first type3-alt training: UE-Enc is trained first and then gNB-Dec is trained with a frozen UE-Enc - This approach may require exchange of activation (latent vector) and corresponding input
· MediaTek: In the UE-first separate training strategy, UE should inform gNB about the type of its architecture.
· MediaTek: Give higher priority to UE-first separate training if separate training is adopted as the main training framework
Findings
· Qualcomm: UE-first type3 training with dataset or activation exchange can achieve the same performance of Type1 training
· Ericsson: For Type 3 sequential training, the tested UE-first training approach worked well, with only a slight (about 1%) degradation compared to Type 1 joint training.
· MediaTek: UE-first separate training does not necessarily reach an inferior performance compared to joint training. Matched pairs experience 1.2% improvement

How to achieve N NW part models to M UE part models (One common CSI reconstruction part at NW to multiple CSI generation parts of different UEs) vivo, Qualcomm, MediaTek
· Solution description: (For UE-first training) One gNB could collect paired input/output data from multiple UEs and then train one CSI reconstruction part based on a mixed dataset of all collected data. Vivo
· Views
· MediaTek: In evaluation of separate training for more than one UE or more than one gNB, the following evaluation cases can also be considered for multi-vendors setting:
· The schedule of using datasets generated by UEs at gNBs for UE-first separate training
· The schedule of using datasets generated by gNBs at UEs for gNB-first separate training
· Necessary details of quantization used at gNBs and UEs (e.g., quantization bits, quantization intervals, uniformity for scalar quantization, number of quantization regions, regions’ centroid, binary representation of centroids for vector quantization)
· Findings
· vivo: One common CSI reconstruction/generation part could be trained to match multiple CSI reconstruction/generation parts of different UEs in training collaboration type 3 at the cost of some performance loss (e.g., considering one common CSI reconstruction part to three CSI generation part and each UE sharing 50,000 samples with NW, the performance loss in SGCS is around 0.04)
· vivo: Performance of one common CSI generation/reconstruction part to multiple CSI reconstruction/generation parts of different networks/UEs is affected by the amount of exchanged data from each network/UE
· vivo: Performance loss in supporting common CSI generation/reconstruction part to multiple CSI reconstruction/generation parts gets worse as the number of supported UEs/networks increases
· Qualcomm Separate training with VQ for multiple vendors achieves almost the same performance as Type 1 training
· MediaTek: On average, using UE-first separate training for multi-encoder single-decoder setting degrades the performance by -36.82% compared to joint training for single-encoder single-decoder setting
· MediaTek: Using UE-first separate training for multi-encoder single-decoder setting degrades the performance by -36.66% compared to joint training for multi-encoder single-decoder setting
· MediaTek: Using UE-first separate training for multi-encoder single-decoder setting degrades the performance by -37.45% compared to joint training in multi-encoder single-decoder setting
· MediaTek: The main contributing factor in performance degradation of UE-first separate training for multi-encoder single-decoder setting is the number of encoders and not the training strategy itself
· MediaTek: On average, UE’s gain is -37.84% from UE-first separate training for multi-encoder single-decoder setting
· MediaTek: On average, gNB’s gain is -37.99% from UE-first separate training for multi-encoder single-decoder setting

· Different structures between NW part and UE part (NW and UE are not aware of the AI/ML model of each other)
· Solution description: 4 cases are raised by companies in the evaluations
· Case 1 (baseline): Same backbone/hyperparameters/quantization method at NW ane UE Huawei, HiSilicon, vivo, Apple, MediaTek, CATT Xiaomi, CMCC
· Case 2: Same backbone and quantization method at NW and UE, but different hyperparameters (e.g., different number of layers) between NW and UE Huawei, HiSilicon, vivo, Qualcomm, Apple, MediaTek, CATT
· Case 3: Same quantization method at NW and UE, but different backbones between NW and UE (e.g., one side is Transformer, the other side is CNN/ResNet) Huawei, HiSilicon, vivo, Qualcomm, Apple, MediaTek, CATT, CMCC
· Case 4: Different backbones (and hyperparameters)/quantization methods between NW and UE vivo

· Solution description-different dataset size: simulation results with dataset #B with only half size of dataset #A  Huawei, HiSilicon, vivo CATT, CMCC
· Huawei, HiSilicon: UE only uses its own CSI as inputs (which is a subset of the input CSI for Network side) and the corresponding CSI feedback shared by Network as labels to train the UE side CSI generation part
· vivo: Each UE reports 10,000, 50,000, or 300,000 data samples for separate training, and the gNB combines all reported data to train the CSI reconstruction model
· CATT For sequential training, we also provided simulation results with dataset in step 2 which is the only half size of dataset in step 1.
· CMCC For case 2, 3 and 4, the decoder part at network side is the same as that of case 1, and the encoder parts at the UE side are trained based on Transformer, EVCsiNet and MLP-Mixer respectively using different number of dataset samples, i.e., 154K, 100K, 50K, 10K, 5K.

Findings
· Huawei, HiSilicon: For AI/ML-based CSI compression, there is only minor margin (<0.5%) between the SGCS of the separate training and the SGCS of the joint training even when the UE-side CSI generation part has a different structure or backbone with the Network-side CSI generation part
· This observation applies regardless when the input dataset for the UE side is only a subset of or equal to the input dataset for the Network side
· Huawei, HiSilicon: For Type 3 (Separate training at NW side and UE side) under multi-vendors situation, the different dimensions of quantization input/de-quantization output can be considered as a generalization/scalability issue.
· vivo: If the model structure is not aligned (e.g., dequantization method at decoder and the quantization method in encoder could not match), there will be an obvious performance loss compared with that in case where the dequantization and quantization method are matching
· Apple: When mis-matched model is used, a simple fully connected encoder model with one hidden layer, together with transformer-based decoder, perform better than other combinations
· MediaTek: UE-first separate training does not degrade the performance of unmatched pairs (w.r.t. joint training). It shows a negligible improvement of 0.93%
· MediaTek: In UE-first separate training, UE and gNB both experience 0.7% performance loss compared to their matched pairs which are trained via joint training strategy
· MediaTek: In the UE-first separate training strategy, unmatched decoders may struggle to leverage the latent features provided by a pre-trained TF-based encoder
· MediaTek: In gNB-first separate training, UE and gNB respectively experience 1.52% and 1.42% performance loss compared to their matched designed trained via joint training strategy
· MediaTek: Unlike UE-first separate training strategy, gNB-first separate training strategy degrades the performance of unmatched pairs
· MediaTek: In the gNB-first separate training strategy, unmatched encoders may fail to replace the gNB’s TF-based encoder (cannot establish similar mapping from CSI to latent space). A significant degradation of -12.05% is observed in the performance for such pairings.
· CATT: For separate training for AI/ML based CSI compression, compared to joint training
· Similar performance can be achieved when the UE side CSI generation part and network side CSI reconstruction part use aligned AI/ML model structure (both use transformer based AI/ML model with 6 layers);
· Performance loss is tiny when both the UE side CSI generation part and network side CSI reconstruction part use transformer based AI/ML model, but with different number of layers;
· Performance loss can be obtained (2% ~ 6.6%) when one of the UE side CSI generation part and network side CSI reconstruction part uses transformer based AI/ML model and the other one uses ResNet based AI/ML model
· CATT: For sequential separate training, compared to dataset in step 2 has the same size as dataset in step 1, minor performance loss can be seen for dataset CSI reconstruction part has half size of dataset in step 1
· CMCC: When the generation part at UE side and the reconstruction part at network side have the same AI algorithms or model structures, to ensure separate training achieve similar SGCS as joint training, the requirement of number of dataset samples at UE side is much lower than the requirement when the AI algorithm or model structure is different between UE side and network side.

· Direction 3: Parallel training
Solution description
· CATT: Parallel training means the AI/ML model at the UE side and the AI/ML model at the network side are trained separately, with no distinguishable sequential order. In other words, parallel training is order-agnostic training. One example of parallel training is as follows:
· UE side trains the UE side CSI generation part with dataset #A;
· Network side trains the network side CSI reconstruction part based on dataset #B;
· Dataset #A and dataset #B can be the same or not
· CATT: Parallel training with both the UE side CSI generation part and the network side CSI reconstruction part trained with the same dataset of {Channel, target CSI}, where “channel” is used as the input, and “target CSI” is used as output for the training of the UE side CSI generation part; and “target CSI” is used as the input, and “channel” is used as output for the training of the network side CSI reconstruction part

· ETRI: For the evaluation of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the parallel training:
· Step 1: The encoder is trained at UE or UE-side server using its own dataset. At the same time, the decoder is trained at NW using its own dataset. A regulation to have geometric similarities between different training entity (e.g., isometry regulation [9]) can be applied if needed.
Views
· CATT: For separate training, parallel training is supported for further studied and evaluation

Findings
· CATT: For separate training, similar performance can be achieved by parallel training and sequential training.

· Overhead reporting for Type 3
· [bookmark: _Toc118499925][bookmark: _Toc118576397]Lenovo: For Type 3 training, the overhead and latency associated with transfer of training/update dataset  and the trained AI model to the UE should be evaluated. This analysis is needed regardless of whether the transfer is based using 3GPP signalling.


Quantization / Dequantization
· Quantization aware training/ Quantization non-aware training
Solution description
· Quantization non-aware training: quantization effect will not be considered during training stage, and the float-format variables will be directly passed from CSI generation part to CSI reconstruction part without any loss vivo
· OPPO: From our understanding, both Case 1 and Case 2 are quantization non-aware training
· Quantization-aware training: CSI compression model will be trained under the consideration of the quantization loss of CSI generation output. vivo
· OPPO: Case 3 is quantization aware training.
Views
· vivo: Quantization method at UE side and dequantization method at NW side should be aligned for training collaboration type2 and 3 to achieve a satisfying performance
· OPPO: Regarding the quantization/dequantization in CSI compression using two-sided model use case, the following cases can be evaluated
· Case 1: no quantization/dequantization module involved in the CSI model training process
· Case 2: quantization/dequantization module is involved in the CSI model training process, but the quantization/dequantization module itself does not need training and updating
· Case 3: quantization/dequantization module is involved in the CSI model training process, and the quantization/dequantization module itself also needs training and updating during the CSI model training process
· OPPO: For training collaborative Type2 and Type3, whether/how to align the quantization and dequantization method between UE and NW
· Xiaomi: 
· Case 1: Training without quantization, testing without quantization
· Case 2: Training with quantization, testing with quantization
· Case 3: Training without quantization, testing with quantization

· Sharp: Quantization-aware training should be consider in prior as it works on inference time. Also, quantization should be define with different type
· Type1: Only quantize some of the layers to avoid the potential reduction of the layer drop the accuracy the most.
· Type2: Full layer quantization for machine learning model. 
· Type3: Switch/Selection of Quantization method co-exist as the alternative to UEs defer in hardware spec.
· Sharp: Considering the potential contraction of inference accuracy, model quantization only apply for certain layer should be preferential
· Sharp: Companies should define the scope of quantization parameters, such as particular number of bits. Eventually, after the representative/generalizable two-sided model use case being selected, quantization parameters should be identical
· Sharp: Underlying algorithms for model (layer) quantization is not the main concern for RAN1, at least until representative use case being selected

Findings
· vivo: Quantization non-aware training only achieves good performance when the averaged quantization bit is large (e.g., >= 4bits/float). When the averaged quantization bit is small (e.g., <= 2bits/float), the performance loss is significant
· vivo: Performance of quantization non-aware training could be significantly lower than that of quantization aware training (more than 0.1 in SGCS in our considered configurations)
· Xiaomi:There is about 13% performance loss caused by 2-bit scalar quantization
· Xiaomi:There is an obvious performance gap between quantization–aware training and quantization non-aware training, and quantization–aware training outperforms quantization non-aware training
· Sharp: divide the steps regarding quantization aware model and quantized model for low performance UE will increase the common understanding in this topic.

· Alignment on vector quantization/dequantization for separate training
Solution description Qualcomm
· Approach 1 (Quantization non-aware training): UE server trains the encoder without quantization and shares the dataset (z, Vtarget); Vector quantizer (VQ) is trained with the decoder at NW-side training entity
· Approach 2 (Quantization-aware training): UE server trains the encoder with quantization; 
· UE server shares the dataset (ze, Vtarget), where ze is the input to VQ
· VQ is trained with the decoder at NW-side training entity
· UE server shares the dataset (zq, Vtarget), where zq is the output of VQ
Findings
· Qualcomm: Training UE encoder without quantization and generating the separate training based on this encoder may lead to some performance degradation compared to encoder training with quantization
· Qualcomm: Separate training with VQ for multiple vendors achieves almost the same performance as Type 1 training

3.1-3: AI/ML model settings
AI/ML model settings for rank>1
Some companies have discussed the issue on how to set up AI/ML models for multiple ranks situation. Some companies analyzed detailed methods, which can be summarized as follows:
· Option1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference. Ericsson CATT, Apple ZTE,
· Apple: the input is the PMI of the corresponding rank, and output is the reconstructed precoding matrixes
· Apple: Rank specific AI model perform depends on loss function. If average SGCS is used in loss function, the model averages out the SGCS of each layer. With rank 4 model, the layer 1 and layer 2 SGCS suffer significant loss comparing to layer specific and layer common.  Higher model complexity and higher storage requirement for rank specific model is observed.
· MediaTek: rank-specific designs are not suited for UE vendors as stacking layers, to process them jointly, will drastically increases AI/ML models’ complexity.
· CATT: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable to rank 2.
· Option2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference. Ericsson, ETRI
· Apple: input is the measured channel matrix, and output is RI together with PMI corresponding to the RI
· Apple: Rank common AI model needs further clarification
· Option3 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference. CATT, Xiaomi, Ericsson, Apple
· Option3-1 (layer specific and rank common): For a specific layer, the layer specific model is applied for all rank values. 
· Option3-2 (layer specific and rank specific): For a specific layer, different layer specific models are applied for different rank values. 
· MediaTek: Given the possible number of scenarios and configurations, it is infeasible to train and deploy a dedicated AI/ML model for each. In fact, it is the objective of generalization efforts to avoid dedicated designs like layer-specific and rank-specific AI/ML models.
· CATT: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable to rank 2. 
· Option4 (layer common): For a specific layer, the unified AI/ML model is applied for all rank values. Huawei, Hisilicon, vivo Apple MediaTek, CATT, Xiaomi, ZTE ETRI
· Apple: The AI model can be trained using only layer 1 eigen-vector as input or using mixture of layers’ eigen vector.
· CATT: For each layer-common AI/ML model, the AI/ML model is trained for a specific payload and port with mixed eigenvectors from all 4 layers
· Option4-1 (layer common and rank common): A unified AI/ML model is trained and applied for each layer to perform individual inference. Huawei, Hisilicon
· Huawei, Hisilicon: For the evaluation of the AI/ML-based CSI compression sub use cases with rank >=1, companies are encouraged to report the specific option adopted for AI/ML model settings to adapt to ranks/layers. Rank common and layer common AI/ML model is adopted in our evaluation
· Option4-2 (layer common and rank specific): For a specific layer, different layer common models are applied for different rank values. 

Solution/views
· vivo For rank > 1 cases, study option4 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· FFS how to choose the layers for training data set
· MediaTek: Between layer-specific and layer-common AI/ML models settings for rank>1, down select layer-common AI/ML models.
· ZTE: For rank>1, two cases on model input/output can be considered for intermediate KPIs and eventual performance evaluation as a starting point
· Case 1: Layer common-A single model is applied to all layers and all ranks 
· Case 2: Rank specific- Multiple models are trained and each model is applied to a specific rank
· CATT: For AI/ML-based CSI compression, rank specific AI/ML model is supported
· CATT: Therefore layer specific AI/ML model (i.e., Alt 2) or rank specific AI/ML model (i.e. Alt 3) should be considered.
Findings
· vivo: Rank generalization with per-layer model can achieve similar SGCS with half model size compared with per-rank model
· Apple: Layer specific AI model can achieve better performance comparing to layer common AI model, with 4 times storage overhead
· Samsung: AI model generalizes well from layer 1 to layer 2 thus a layer-common model can be used
· MediaTek: Layer-common AI/ML model respectively achieves 1.18% and 1.55% SGCS gain for layer 0 and layer 1 of rank-2 channels compared to layer-specific AI/ML models. 
· ZTE: For rank =2, AI based CSI reconstruction with Case 1 method (single-layer model input and single-layer model output) shows performance gains in SGCS per layer over the Rel-16 eType II.
· ZTE: Case 1(layer common) can achieve better performance than Case 2 (rank specific).

Findings on capability-related KPI
· Samsung: The number of FLOPs to perform the AE operations is much larger than eType II

Input/output CSI format
· Option 1: Raw channel matrix. Ericsson, NVIDIA, InterDigital, FUTUREWEI 
· Option 2: Eigenvector. Huawei, Hisilicon, vivo, CATT, Samsung, Nokia, MediaTek, OPPO, Xiaomi, Apple, ZTE, CMCC, FUTUREWEI, NVIDIA, ETRI, Google, China Telecom, Spreadtrum, Fraunhofer Intel
· Option 2A: Legacy-like PMI (e.g., Type I-like, Type II-like CSI). Intel, vivo
· Option 2B: Eigenvector of additional past CSI. Huawei, Hisilicon
· Views/findings
· Google: The study of the input of CSI compression should prioritize the input based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
· NVIDIA: Both autoencoders with raw channel matrix as input and autoencoders with eigenvector(s) of raw channel matrix as input have been agreed to be evaluated

Quantization/dequantization method:
· Solutions
· Huawei, Hisilicon, vivo, Xiaomi, ZTE, FUTUREWEI, Spreadtrum: vector quantization
· vivo, Samsung, CATT, Nokia,Comba, NTT DOCOMO, Intel, CMCC, InterDigital: uniform (scalar) quantization/individual values quantization
· Intel: A uniform B-Bit quantizer is used in the AE ... The quantizer is non-trainable i.e., the gradients of the backpropagation during training are passed through the quantizer without any change… The quantizer uniformly quantizes each of the  inputs to produce  feedback bits.
· InterDigital: The encoder output is passed through a tanh layer to restrict the range of the encoder output for uniform quantization. The quantization operation is included during the training so that the encoder and decoder can learn appropriate weights while taking into account the quantization impact
· Views
· FUTUREWEI: Study the incurred air-interface overhead when utilization large vector quantization codebook to achieve better CSI reconstruction performance
· Findings
· vivo: Vector quantization with optimized codebook can achieve slightly better performance (e.g., by about 0.009 in SGCS in our considered configurations) than scalar quantization with fixed codebook
· vivo: Performance of vector quantization with randomly initialization and fixed codebook can be slightly inferior to that of scalar quantization with fixed codebook (e.g., by about 0.0065 in SGCS in our considered configurations)
· FUTUREWEI: AI/ML-based CSI feedback compression using eigenvectors of channels as the input to the CSI feedback generation part and as the output of the CSI reconstruction part achieved similar reconstruction performance for Rank 1 and Rank 2 (either non-quantized results or quantized results) when evaluated using intermediate KPI SGCS.
· FUTUREWEI: CSI reconstruction accuracy degrades noticeably when the size of vector quantization codebook size decreases, i.e., performance loss increases from 3% to 9% when codebook size decreases from 1024 to 512 and performance loss further increases to 21-22% when codebook size decreases to 256.
· FUTUREWEI: When using vector quantization on the output of CSI feedback generation part, AI/ML-based CSI feedback compression can significantly reduce the CSI feedback/air-interface overhead, i.e., to ~10 bits per CSI feedback instance (per rank).
· FUTUREWEI: To achieve decent CSI reconstruction accuracy, the size of vector quantization codebook must increase significantly, which may incur much more overhead if the vector quantization codebook will be shared over the air-interface between the NW-side and UE-side

· Trade-off between compression resolution and quantization resolution
Views
· Nokia: Within quantization studies, consider the tradeoff between the resolution of the quantizer and the number of outputs subject to quantization
Findings
· Nokia: In the uniform quantization case studied, the combination of a lower compression ratio with coarse quantization performs superior to higher compression ratios with finer quantization

Pre-processing/Post-processing
· Pre-processing to angular-delay domain as model input
· MediaTek: The data samples in a sparse domain (e.g., delay-beam domain) lack a strong autocorrelation but still can be effectively compressed
· Intel: The SLS channel  is generated in the space-frequency domain and is converted to an input matrix  of size  in the angular-delay domain. 

· SVD decomposition
· Fraunhofer:Applying the SVD-based pre-processing before the encoder at the UE improves the overall performance of the CSI feedback. In addition, the input dimensions to the autoencoder and the number of parameters and the complexity of the NN are reduced.

Other views
· Ericsson: Unmatched models are defined as the case when decoder and encoder use different Neural Network architectures (e.g. CNN and Transformer respectively)
· Ericsson: Unbalanced two sided models are defined as when two ML-models have significantly (>4x) different sizes of their Neural Network architectures in terms of FLOPS and/or number of parameters. Unbalanced models are further categorized into “encoder heavy” and “decoder heavy” when the two models in question are an encoder and a decoder

3.1-4: EVM related issues for CSI compression

CSI payload alignment

· Option 1: Payload size is calculated based on the maximum rank. CATT ZTE(baseline), LG
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. FFS the following understandings FUTUREWEI
· Option 2a: The above-mentioned “CSI payload” is calculated as each CSI reported payload with a given rank Ericsson, Apple Samsung(reported)
· Option 2b: The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank Huawei, Hisilicon, Qualcomm, CATT ZTE(optional) Samsung(reported) CAICT, NTT DOCOMO

· Views from companies:
· Huawei, Hisilicon: For the performance comparison between AI/ML-based CSI compression and legacy TypeII codebook, use tables in section 6.3.2.1.2 of TS 38.212 to calculate CSI payload.
· Huawei, Hisilicon: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE
· The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank.
· Qualcomm: For the evaluation of the AI/ML based CSI compression sub use case, the CSI feedback overhead should be computed based on the rank indicated by the UE
· Ericsson: For the CSI payload size calculation, payload size for each CSI report from the UE in the SLS is logged and the average payload (across all ranks) is obtained from this log
· the actual used average payload can readily be estimated from the system level simulation
· Apple: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE.
· The “CSI payload” is calculated as each CSI reported payload with a given rank, not the max allowed bits at the given rank
· CATT: Align the interpretation on payload size for AI/ML-based CSI compression and the legacy Type II codebook
· CATT: For the CSI payload size calculation for the evaluation of AI/ML-based CSI compression and the legacy TypeII codebook based CSI feedback, one of the following two options is considered
· Option 1: Payload size is calculated based on the maximum allowed bits for the maximum rank
· Option 2b: Payload size is calculated as the weighted average of CSI payload per rank, with the following calculation formula

· where  is the maximum allowed bits for rank j, is the maximum rank of the UE, and  is the ratio of CSI reports with rank j among all CSI reports
· ZTE: For CSI payload size calculation, Option 1 is adopted as baseline evaluation metric and Option 2b is up to companies to report
· ZTE: For up to rank 2, Maximum overhead shows similar performance comparison to Weighted Avg. Overhead
· Samsung: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE
· Note: Whether the CSI payload is calculated as each CSI reported payload with a given rank or as max allowed bits at the given rank can additionally be reported
· CAICT: Option 2b proposed by moderator in last meeting for CSI payload calculation should be used as baseline
· NTT DOCOMO: If Option 2 is used for the CSI payload size calculation, Option 2b is preferred for both AI/ML method and baseline method (e.g., Rel-16 Type II codebook)
· NTT DOCOMO: If the uplink resource overhead is taken into account, Option 1 could also be considered for the overhead evaluation
· In Option 1, the payload size is calculated as max allowed bits at the highest rank
· [bookmark: _Hlk116241557]FUTUREWEI: To achieve comparable comparison among results, companies should align the CSI feedback payload calculation based on the weighted average of CSI payload per rank and the distribution of ranks, in which the actual number of no-zero coefficients per rank are considered.
· LG: Payload size is calculated based on the maximum rank

Template for simulation results collection
· Huawei, Hisilicon: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression.
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	Benchmark
	
	

	Gain for intermediate KPI, layer 1
	SGCS, CSI payload X
	
	

	
	SGCS, CSI payload Y
	
	

	
	SGCS, CSI payload Z
	
	

	Gain for intermediate KPI, layer 2
	SGCS, CSI payload X
	
	

	
	SGCS, CSI payload Y
	
	

	
	SGCS, CSI payload Z
	
	

	…
	
	
	

	Gain for eventual KPI, rank 1
	Mean UPT, CSI payload X
	
	

	
	Mean UPT, CSI payload Y
	
	

	
	Mean UPT, CSI payload Z
	
	

	
	5% UPT, CSI payload X
	
	

	
	5% UPT, CSI payload Y
	
	

	
	5% UPT, CSI payload Z
	
	

	Gain for eventual KPI, rank 2
	Mean UPT, CSI payload X
	
	

	
	Mean UPT, CSI payload Y
	
	

	
	Mean UPT, CSI payload Z
	
	

	
	5% UPT, CSI payload X
	
	

	
	5% UPT, CSI payload Y
	
	

	
	5% UPT, CSI payload Z
	
	

	…
	
	
	

	FFS others
	
	
	




· Samsung: For the evaluation of the AI/ML based CSI compression sub use cases
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset size
	Train/k
	
	

	
	Test/k
	
	

	Simulation settings and assumptions agreed to be reported
	
	
	

	Gain for intermediate KPIs
	SGCS
	
	

	
	NMSE
	
	

	
	[Others]
	
	

	Gain for eventual KPI
	Mean UPT
	
	

	
	5% UPT
	
	



· China Telecom: A unified table may be assumed as working assumption for reporting the evaluation results, at least performance of intermediate KPIs and complexity should be included
· FUTUREWEI: To facilitate evaluation related discussion and result collection, include at least the following attributes in the evaluation result report template in addition to what was proposed/discussed under Issue#3-11 from RAN1#110bis-e:
· Scenario/channel model (e.g., dense urban, UMa or UMi @ 2GHz or 4GHz)
· UE distribution (e.g., 80% indoor (3km/h), 20% outdoor (30km/h))
· Configuration(s) (e.g., frequency, BS Tx power, antenna setup and port layout at UE side and NW side)
· Baseline (e.g., Rel-16 or Rel-17 Type II or Type I) used in the comparison
· Channel estimation, e.g., ideal, or realistic

· FUTUREWEI: When reporting AI/ML model generalization evaluation results for CSI feedback enhancements, companies to consider aligning the reporting attributes and format as depicted in Table 2.2-1
	
	
	Source 1
	Source 2

	Training type
	Type 1, 2 or 3
	
	

	Scenario / configuration
	Train
	
	

	
	Test
	
	

	Channel estimation
	Train
	
	

	
	Test
	
	

	Input/output type of AI/ML model
	Train
	
	

	
	Test
	
	

	Dataset size
	Train
	
	

	
	Test
	
	

	CSI payload
	Train
	
	

	
	Test
	
	

	Intermediate KPI: SGCS
	Trained scenario/config.
	
	

	
	Tested scenario/config.
	
	

	Intermediate KPI: NMSE
	Trained scenario/config.
	
	

	
	Tested scenario/config.
	
	

	Eventual/final KPI: Mean UPT
	Trained scenario/config.
	
	

	
	Tested scenario/config.
	
	

	Eventual/final KPI: 5% UPT
	Trained scenario/config.
	
	

	
	Tested scenario/config.
	
	

	Mechanism applied
	Pre/post-processing: Train
	
	

	
	Pre/post-processing: Test
	
	

	
	Others
	
	




Ground-truth CSI labels 
In the last meeting, it has been agreed to evaluate the performance of the quantization methods for the ground-truth CSI labels. Two FFS are left for further determining the baseline for quantization and the new/enhanced parameters for R16 Type II-like quantization method to achieve higher resolution.
Solution description Huawei, Hisilicon, vivo, Ericsson, Apple, Nokia, Fujitsu
· Huawei, Hisilicon: For evaluating the performance of ground-truth CSI quantization methods in the CSI compression,
· Float32 can be regarded as the baseline.
· For codebook quantization, the following new parameters of Rel-16 TypeII-like quantization method can be considered as a starting point
·  , Reference amplitude = 8 bits, Amplitude = 4 bits, Phase = 6 bits
· Ericsson
· New eType-II model (Eigenvector feedback):
· ,
· the covariance matrix is averaged over 4 RBs to produce covariance matrices for 13 subbands,
·  (yielding ),
· , ,
· Oversampling factor 4 in both horizontal and vertical domain
· Unquantized (Float32) linear combination coefficients ()
· Compressed full-channel feedback:
· , ,
· , ,
· Oversampling factor 4 in both horizontal and vertical domain
· Unquantized (Float32) linear combination coefficients ()
· Nokia: Study the quantization of ground-truth CSI by first considering the use cases targeted for the data.
· Fujitsu: High-resolution codebook quantization of the right singular vectors of the spatial-frequency-domain channel matrix, e.g., Rel-16 type II-like method with new parameter values, can be used in the dataset construction for finetuning
· Fujitsu: In order to achieve a low-overhead dataset transferring in separate training, the codebook-based quantization approach should be further studied
· Fujitsu: For the AI/ML model finetuning using the dataset composed by high resolution codebook quantization, study the quantization method which achieves a good trade-off between the performance of finetuning and the overall bits required in the finetuning dataset
· Fujitsu: The choice of parameter values, aiming at achieving a high accuracy and low quantization bit numbers, should be further studied for the dataset collection for the AI/ML model finetuning using high-resolution codebook quantization

Findings
· Huawei, Hisilicon: For AI/ML-based CSI compression, compared with the training dataset quantized by Float32 format, other high resolution ground-truth CSI quantization methods with lower overhead show minor SGCS loss with remarkable overhead reduction,
· Training dataset quantized by 8 bits scalar quantization has <0.9% SGCS loss but reduces 75% overhead of training dataset delivery.
· Training dataset quantized by Rel-16 TypeII CB with new parameters has <0.7% SGCS loss but reduces 96% overhead of training dataset delivery.
· Ericsson: The trained AEs presented in this contribution are trained on simulation data collected in the “unquantized PC5” format. Hence, the presented results indicates that it is possible to train ML-models for CSI feedback based on UE-collected data with a reasonably low overhead
· Apple: A simple 8 bits scaler quantization of target CSI shows similar performance as no quantization
· vivo: High resolution R16-eType II codebook with large L, M, beta (for example, L=12, M=6, beta = 1.0) performs well for ground-truth CSI quantization
· Nokia: The need and details of ground-truth quantization are dependent on the use cases for the data.
· Fujitsu: For finetuning, an excellent performance can be achieved by the dataset composed by the high-resolution codebook quantization, i.e., Rel-16 type II-like method with new parameter values, of the right singular vectors of the spatial-frequency-domain channel matrix
· Fujitsu: The performance of finetuning are almost the same from using right singular vectors of channel matrices and their high-resolution codebook quantization, e.g., Rel-16 type II-like method with new parameter values
· Fujitsu: It is observed that there is a significant overhead reduction of transferring a codebook-based dataset than a dataset composed by channel vectors of floating-point numbers for separate training. So, it is worth to study codebook-based quantization method in order to achieve a low-overhead dataset transferring in separate training.
· Fujitsu: The number of spatial-domain DFT beams and the quantization of difference amplitude are two useful parameters for increasing the accuracy of the Rel-16 type II-like high resolution codebook quantization with new parameter values

Others
CSI dataset separation in evaluations
To have an accurate test dataset, we should make sure that for a given UE not only the test samples but also the samples close in time with the test samples are not present in the training data. This issue has been discussed in the previous meetings, and some companies raised it for this meeting.
· [bookmark: _Toc111193850][bookmark: _Toc110639316][bookmark: _Toc110846498][bookmark: _Toc111102016][bookmark: _Toc110604790][bookmark: _Toc110603257][bookmark: _Toc110852486][bookmark: _Toc111019172]ZTE: For CSI dataset construction, dataset should be generated in diverse drops rather than in divers TTIs at least for calibration purpose (e.g., only one TTI can be used for generating training dataset in a single drop).
· Fraunhofer: Further studies on link-level based and system-level are required for comparison between different AI-based schemes and Type-II CSI feedback. Offline overhead and coordination between the UE and gNB for the parameters of the encoder and the decoder need to be studied as well

KPI
· MediaTek: To measure the performance loss/gain achieved by a training strategy for a certain encoder(s)-decoder(s) setting, use the performance of the same setting with Type 2 (joint) training as the baseline
· MediaTek: For more than one encoder or decoder, use performance of single-encoder single-decoder with the same training type to measure how the number of encoders/decoders affect the performance of final AI/ML AEs in inference

3.1-5: Generalization for CSI compression
Generalization over scenarios (dimensions of the input/output of the AI/ML model are unchanged)
A number of companies evaluated the generalization under varying scenarios.
· Generic views
· vivo: For a generic model (non-optimized for a specific area/cell), AI models perform well in generalization of carrier frequency, channel scenario, indoor/outdoor ratio
· vivo: For a generic model (non-optimized for a specific area/cell), AI models perform bad in antenna spacing and antenna virtualization, which can be further studied

· Various deployment scenarios (UMa/UMi/InH): Huawei, HiSilicon, vivo, Samsung, Xiaomi, ZTE, OPPO, CATT, CMCC, NTT DOCOMO, Intel, InterDigital, NVIDIA, Spreadtrum
Findings on generalization verification
· Huawei, HiSilicon: For an AI/ML model of CSI compression trained under Scenario#A (e.g., InH) dataset but applied to Scenario#B (e.g., UMa/UMi) for inference (i.e., generalization Case 2), its performance may be degraded compared to inference under Scenario#A (i.e., generalization Case 1), but mixing the dataset over the three scenarios for AI/ML model training (i.e., generalization Case 3) is helpful to improve the generalization
· vivo: For a generic model (non-optimized for a specific area/cell), AI model performance does not degrade when generalized from UMi to UMa
· vivo: For a generic model (non-optimized for a specific area/cell) AI model can generalize across different scenarios with a mixed dataset. A reasonable mixing ratio can provide better performance for each scenario
· Samsung: GCS degradation in cross-deployment-scenario, i.e., Casse 2, can be alleviated by mixing various datasets
· Samsung: For the generalization, mixing various configuration(s)/scenario(s) is a viable option to alleviate the degradation of the generalization performance
· ZTE: Case 3(AI model trained with mixed deployment scenarios) shows good generalization performance for various deployment scenarios.
· Xiaomi: AI/ML model shows good generalization performance in different scenarios
· OPPO: For different scenarios, the SGCS degradation is slight (about 1%~3%) when training set and testing set are mismatching
· OPPO: For different scenarios, training on mixing dataset can improve the generalization performance of AI/ML model
· CATT: For the generalization of AI/ML based CSI feedback, the following is observed
· For applying AI/ML model in UMa/UMi, the performance difference between training the AI/ML model with dataset of UMa and training the AI/ML model with dataset of UMi is small
· For applying AI/ML model in InH, the AI/ML model trained based on a dataset collected in UMa/UMi slightly outperforms the AI/ML model trained based on a dataset collected in InH
· For applying AI/ML model in UMa, compared to the AI/ML model trained in UMa, significantly performance loss can be seen by the AI/ML model trained in InH. Training the AI/ML model with mixed data of UMa and InH can alleviate the performance gap
· NTT DOCOMO: Generalization performance of AI/ML model under the tested scenarios/configurations (various deployment scenarios, various carrier frequencies and various outdoor/indoor UE distributions for Uma) is good for both layer 1 and layer 2 in rank 2
· Intel: If dataset with both UMa and UMi channel models is used for training (Case 3) then performance loss is marginal comparing to training and testing on aligned dataset (Case 1)
· Intel: Autoencoder trained on a dataset with InH channels significantly outperforms an autoencoder trained on a dataset with UMa channels for inference on InH channels
· CMCC: The AI model trained with mixed dataset across various scenarios might have some performance loss comparing with dedicated model. (Note: A mixed dataset of 50K samples from CDL-C-30 and 50K samples from CDL-C-300 is generated as the training dataset.)
· InterDigital: The AI/ML models generalize well for the considered test scenarios (Case 1 for Model A, Case 2 for Model B, and Case 3 for Model AB tested with Test A)
· NVIDIA: Evaluation results show that it is much easier for the autoencoders to compress CSI in CDL-C than in dense urban scenario, as the link level channel model CDL-C has fixed angle values and represents only a single channel realization while the system level channel in the dense urban scenario is much more sophisticated
· NVIDIA: Evaluation results show the autoencoders trained in the sophisticated dense urban scenario perform well in CDL-C, illustrating the generalization capability of the AI/ML models
· Spreadtrum: The AI based CSI compression and recovery trained under different scenarios can also achieve better SGCS performance than Rel-16 eType II codebook

Preliminary trends observed by more than one company
· AI model generalizes well from UMa to UMi and vice versa. It is relatively difficult to generalize from UMa or UMi to InH. Huawei, HiSilicon, Samsung, ZTE, CATT, 
· Samsung: AI model generalizes well from UMa to UMi and vice versa. 
· It is relatively difficult to generalize from UMa or UMi to InH.
· ZTE: The AI model trained in the scenario of UMa/UMi shows good generalization performance to InH dataset, while the AI model trained in the scenario of InH shows generalization degradation to UMa/UMi dataset.
· CATT: For applying AI/ML model in UMa/UMi, the performance difference between training the AI/ML model with dataset of UMa and training the AI/ML model with dataset of UMi is small. For applying AI/ML model in UMa, compared to the AI/ML model trained in UMa, significantly performance loss can be seen by the AI/ML model trained in InH.

· Various outdoor/indoor UE distributions for UMa/UMi: Huawei, HiSilicon, vivo, Samsung, Qualcomm, Nokia, NTT DOCOMO, Intel Spreadtrum
Findings on generalization verification
· Huawei, HiSilicon: For generalization over indoor/outdoor UE distribution ratios, 
· AI/ML model trained by any indoor/outdoor UE distribution ratio shows similar performance on the outdoor testing dataset. 
· With the decrease of the indoor channel ratio for the training dataset, the trained AI/ML model brings decreased performance on the indoor testing dataset.
· vivo: For a generic model (non-optimized for a specific area/cell), AI model trained in complicated channel environment (more indoor users) has good generalization ability of simple channel environment (more outdoor users)
· [bookmark: _Ref115456307]vivo: The performance of AI model depends on the deployment environment
· Samsung: For AI/ML based CSI compression, the AI model generalizes well from indoor channel to outdoor channel
· Qualcomm: Training on a dataset constructed by mixing the datasets of multiple scenarios enables the same ML model to perform well during inference in each of the scenarios
· NTT DOCOMO: Generalization performance of AI/ML model under the tested scenarios/configurations (various deployment scenarios, various carrier frequencies and various outdoor/indoor UE distributions for Uma) is good for both layer 1 and layer 2 in rank 2
· Intel: For an autoencoder trained on UMa dataset with Indoor/Outdoor, LoS/NLoS UEs, similar performance is observed for LoS and NLoS channels while small performance gain (0.05 GCS difference) is observed for Outdoor UEs comparing to Indoor UEs
· Spreadtrum: For the inference performance in the UMa scenario with 8:2 outdoor/indoor UE distributions ratio, AI/ML model trained by 8:2 and 2:8 indoor/outdoor UE distribution ratio shows similar performance

Preliminary trends observed by more than one company
· For generalization Case 2, AI model generalizes well for training with indoor (or higher indoor ratio) and inference with outdoor (or higher outdoor ratio), while a poor generalization performance is observed for the other way around. Huawei, HiSilicon, vivo, Samsung, Qualcomm

· Various carrier frequency: vivo, Ericsson, NTT DOCOMO,
Findings on generalization verification
· vivo: AI model performance does not degrade when a generic model (non-optimized for a specific area/cell) trained for a frequency is applied to another frequency
· Ericsson: The presented model generalizes well from Dense Urban 2 GHz trained models to Urbans Micro 4 GHz test, that is, simultaneously, to a both a different carrier frequency and deployment/scenario not seen in training (Case 2)
· NTT DOCOMO: Generalization performance of AI/ML model under the tested scenarios/configurations (various deployment scenarios, various carrier frequencies and various outdoor/indoor UE distributions for Uma) is good for both layer 1 and layer 2 in rank 2
Preliminary trends observed by more than one company
· AI model trained under one carrier frequency generalizes well over other carrier frequencies (e.g., from the set of 2GHz, 3.5GHz, 4GHz, 5.5GHz) vivo, Ericsson, 

· Various antenna spacing: vivo, Ericsson,
Findings on generalization verification
· vivo: For a generic model (non-optimized for a specific area/cell), there is obvious performance loss for antenna spacing mismatch of training data
· Ericsson: The presented model generalizes well for Dense Urban at 2 GHz scenario to the different vertical antenna element spacing 0.3 vs 0.8 lambda respectively

Effect of pre-processing
· Issue: Performance loss for antenna spacing mismatch of training data
· Solution: Pre-processing to achieve a small AI models with spatial domain and frequency domain compression 
· [bookmark: _Hlk102160699]Findings: For a generic model (non-optimized for a specific area/cell), the influence of mismatch of training data may be reduced by pre-processing vivo

· Various antenna virtualization (TxRU mapping): Huawei, HiSilicon, vivo, 
Findings on generalization verification
· Huawei, HiSilicon: For generalization over various TxRU mapping methods including (8,8,2,1,1,2,8) and (2,8,2,1,1,2,8), the AI/ML model trained by the mixed datasets show moderate performance on each of the TxRU mapping methods.
· vivo: For a generic model (non-optimized for a specific area/cell), SGCS performance of AI model may degrade slightly from 128 antennas with virtualization to 32 antennas without virtualization. While the SE performance may degrade heavily due to the less antennas
· vivo: For a generic model (non-optimized for a specific area/cell), in the case of 32 antennas,  AI model trained with 32 antennas may have similar SE performance compared with AI model trained with 128 antennas and settled in the case of 128 antennas, which is needed to be further studied

· Various LOS/NLOS: Samsung
· Samsung: For AI/ML based CSI compression, the AI model generalizes well from LOS channel to NLOS channel and vice versa

Generalization over scenarios – fine-tuning
Views on fine-tuning
· Fujitsu: For the evaluation of AI/ML model finetuning, the size of dataset needed should be further studied. In particular, the trade-off between the finetuning performance and the dataset size should be further studied
· OPPO: Regarding the EVM for fine-tuning, the following factors should be considered at least
· Size of fine-tuning dataset
· Sampling distribution of fine-tuning dataset
· Diversity between fine-tuning dataset and original dataset
· Fine-tuning delay
· Performance gain
· Other aspects related to fine-tuning
· OPPO: For the baseline of fine-tuning evaluation, direct training on fine-tuning dataset from random initialization and inference on the testing dataset should be considered as a baseline
· [bookmark: _Toc118499926][bookmark: _Toc118126788][bookmark: _Toc118446384][bookmark: _Toc118576398]Lenovo: Other than the average performance, companies are encouraged to report the performance of the AI/ML model for each link-types. 
· [bookmark: _Toc118126789][bookmark: _Toc118499927][bookmark: _Toc118446385][bookmark: _Toc118576399]At least initially, UE link-types can be defined as below. Other link-types are for FFS. 
· [bookmark: _Toc118126790][bookmark: _Toc118446386][bookmark: _Toc118499928][bookmark: _Toc118576400]link-Type1: Indoor/O2I
· [bookmark: _Toc118499929][bookmark: _Toc118576401][bookmark: _Toc118126791][bookmark: _Toc118446387]link-Type2: Outdoor-car/NLOS
· [bookmark: _Toc118446388][bookmark: _Toc118126792][bookmark: _Toc118499930][bookmark: _Toc118576402]link-Type3: Outdoor-car/LOS 
· [bookmark: _Toc118446389][bookmark: _Toc118499931][bookmark: _Toc118576403]Lenovo: Model adaptation (e.g., fine-tuning, model update) can be performed for UEs of different link-types.
· [bookmark: _Toc118446390][bookmark: _Toc118499932][bookmark: _Toc118576404]Lenovo: Performance and cost associated with model adaptation (e.g., fine-tuning, model update) should be evaluated for different UE link-types.
· Fraunhofer: Dynamic signaling is required between the UE and network in a two-sided model to get the AI-based model updated and fine-tuned when the channel environment changes due to for example moving the UE.

Findings on fine-tuning
· Huawei, HiSilicon: For an AI/ML model of CSI compression trained under Scenario#A (e.g., InH) dataset but applied to Scenario#B (e.g., UMa) for inference, its performance can be improved by applying fine-tuning using a relatively small dataset from Scenario#B.
· Xiaomi: The fine-tuning procedure with much less data can improve the performance significantly
· ZTE: The AI model trained in the scenario of InH and fine-tuned with the dataset from a scenario of UMa/UMi shows 1%-5% SGCS performance gain over the AI model trained only in the scenario of InH under the testing dataset from the scenario of UMa/UMi.
· ZTE: With the increased samples of fine-tuning dataset, the AI model shows better generalization performance
· Fujitsu: The performance of AI/ML model finetuning depends on the size of dataset. Specifically, a better performance is achieved when the size of dataset is increased
· Fujitsu: The performance of a finetuned AI/ML model is better than that trained from randomly initialized AI/ML model parameters when there is only a limited amount of data available for training/finetuning
· Fujitsu: There is a huge penalty of the performance if the AI/ML-based CSI generation part and the AI/ML-based CSI reconstruction part are mismatched in the sense that they are trained using the datasets from different scenarios
· Fujitsu: The performance of the finetuning is very similar to that of joint training in terms of the SGCS
· Lenovo: Due to the non-uniform nature of number of UEs link-types in EVM, the average performance is biased towards one particular UE link-type.
· Lenovo: CDF of throughput/intermediate KPIs cannot effectively show the performance of all  link-types.

Generalization over Configurations (dimensions of the input/output of the AI/ML model are different, i.e., scalability needed)
A number of companies evaluated the generalization under varying configurations.
· General views
· [bookmark: _Ref118742553]Solutions to achieve scalability
· vivo: Study the following three methods for generalization of input dimension 
· Option 1: use large dimension AI/ML model in small dimension cases: zero-padding
· Option 2: use small dimension AI/ML model in large dimension cases: grouping
· Option 3: use pre-processing to fix the input dimension: angle-delay domain compression
· OPPO: For scalability evaluation, zero-padding, clipping and truncation can be considered for pre-processing and post-processing
· Multi-UE part modes and/or Multi-NW part models
· OPPO:
· We simulate the performance with 1 common decoder at NW and 2 UE-specific encoders at different UE sides with different configurations
· Similarly, we also simulate the performance with 1 common encoder at UE side and 2 gNB-specific decoders at NW side with different configurations
Findings
· Using common decoder with UE-specific encoder achieves higher SGCS than using common decoder with common encoder
· Using common encoder with gNB-specific decoder achieves higher SGCS than using common encoder with common decoder
· CAICT: Scalability of AI/ML model should be further studied in addition to generalization.
· CAICT: Different cases proposed in last meeting by FL should be agreed as baseline for AI/ML model scalability evaluation study.
· ETRI: For operation of AI/ML model over various bandwidths (or subband sizes), it is required that the AI/ML model to support variable sizes of input and output
· Various bandwidths/frequency granularities: vivo, Qualcomm, OPPO, Xiaomi, ZTE, CMCC, InterDigital, ETRI
Issue: Different frequency granularity or different ports number can cause different input dimension of AI model
Solutions:

· Solution 1: Pre-processing to angle-delay domain. 
· vivo: For the preprocessing AI/ML model, angle-delay compression is used for preprocessing and 4 top strong beams on each polarization and 4 top strong paths are selected, which means the input dimension is 8 * 4 complex coefficients 
· Solution 2: Training with mixed variable subband configurations. E.g., training the AI model using random subband patterns in addition to the full subband case. Qualcomm
· Solution 3: Adapt the subband size according to BW size (to keep the input dimension unchanged). E.g., 4RBs per sub-band for 10MHz and 8RBs per sub-band for 20MHz. ZTE, Ericsson
· Ericsson: pre-processing relieves this problem since the eigenvectors can be computed on a coarser frequency granularity, which effectively results in the same input dimensions for both a 10 MHz carrier and a 20 MHz carrier
· Solution 4: Zero padding. vivo Xiaomi, OPPO, CMCC
· vivo: For the normal AI model, the input is 13 subbands and 32 ports and zero-padding is used for less input dimension.
· OPPO: the AI/ML model trained on dataset from Configuration#A with 13 sub-band can be inferenced/tested on dataset from Configuration#B with 8 sub-band and zero-padding on the sub-band domain
· Xiaomi: When training the AI model for generalization, 0 is padding to the end of vector for option 2.
· CMCC: we train AI model with the samples composed of the eigenvectors of 12 subbands and apply this AI model to test the samples composed of the eigenvectors of 8 subbands. To achieve better generalization performance, we will pre-process the samples composed of the eigenvectors of 8 subbands before inputting these samples into generation part, i.e., we will perform padding zero at the end of each sample
· Solution 5: PCA/restoration. ETRI
· For PCA based AI model for CSI compression, restoration is performed at the last stage of the Decoder. The restoration is to remove noises of the reconstructed channel data, where the noises are induced during downsampling, dimension reduction, and quantization…Transformer network is one of Recurrent Neural Network (RNN) and RNNs can process variable length of data sequences. The restoration NN in Decoder gets (reconstructed) eigenvectors of subbands as an input sequence and puts restored eigenvectors of subbands as an output sequence... The PCA based AI/ML model in the section 2.2.3 supports various sizes of input and output because the restoration NN is based on Transformer network which can get and generate variable lengths of sequences.

Findings on generalization verification
· vivo: Zero-padding is feasible for subband number generalization while its performance degrades dramatically in port number generalization
· vivo: Pre-processing performs well for both subband number generalization and port number generalization
· Qualcomm: Training with mixed variable subband configurations achieve robust performance across all possible subband configurations including arbitrary number of subbands and arbitrary subband patterns
· Qualcomm: Training with mixed variable subband configurations outperforms specific training with specific subband configuration
· Ericsson: A Case-2 generalization to different bandwidth may be challenging since in can affect the input dimension to the model. However, we see that the configurable pre-processing can handle this, allowing for good generalization performance
· Ericsson: Because of the frequency averaging, the nominal values of the intermediate KPIs for the 20 MHz case are not directly comparable with the 10 MHz case. However, the comparison can be done as improvement over baseline
· Ericsson: The pre-processing allows for easy reconfiguration and generalization of the AI/ML-model, and the improvements over baseline for 20 MHz bandwidth are almost the same as for the 10 MHz case for which training data was provided
· ZTE: AI/ML approaches can achieve good generalization performance for the case that the training/validation dataset and testing dataset are generated with different bandwidth configurations
· Xiaomi: AI/ML model shows good generalization performance in different sizes of subband and subband number
· CMCC: The AI model trained under one number of subbands might have some performance loss when performing interference on CSI compression of a different number of subbands
· ETRI: The PCA based AI/ML for CSI compression can be designed to support various bandwitdth (or subband sizes).
· ETRI: In evaluation of AI/ML for CSI compression over various bandwidths, both PCA based AI models trained using datasets of smaller bandwidth (Case 2) and mixed datasets (Case 3) achieve almost same performance of the model trained using the dataset of target configuration (Case 1) in channel with low delay spread (30ns).
· ETRI: In evaluation of AI/ML for CSI compression over various bandwidths, a PCA based AI models trained using mixed datasets (Case 3) achieve almost same performance of the model trained using the dataset of target configuration (Case 1) in channel with high delay spread (300ns).
· ETRI: In evaluation of AI/ML for CSI compression over various frequency granularities, both PCA based AI models trained using datasets of smaller subband size (Case 2) and mixed datasets (Case 3) achieve almost same performance of the model trained using the dataset of target configuration (Case 1).

· Various Tx/Rx antenna port layouts: vivo, Qualcomm, ZTE, Apple, CATT, OPPO, 
Solutions
· Solution 1A: training a common AI model using mixed data set of 2x8, 4x4 and 2x4 antenna configurations. Qualcomm
· Solution 1B: Case1: training on [8,2,2], testing on [8,2,2]; Case2: training on [8,2,2], testing on [4,4,2]; Case3: training on mixed dataset of [8,2,2] and [4,4,2], testing on [8,2,2]/[4,4,2]. Apple
· Solution 2: Zero padding to 32 ports (and dataset mixing). ZTE, OPPO
· OPPO: the AI/ML model trained on dataset from Configuration#A with 32 port can be inferenced/tested on dataset from Configuration#B with 16 port and zero-padding on the antenna port domain
· Solution 3: Adaptation layer CATT
· CATT: Fully connected layers are used for linear pre-transforming (LPT-x block) and linear transforming (LT-x block) for the purpose of unifying input/output dimensions and probability distribution of eigenvectors from different port numbers.
· Solution 4: Pre-processing to angle-delay domain. 
· vivo: For the preprocessing AI/ML model, angle-delay compression is used for preprocessing and 4 top strong beams on each polarization and 4 top strong paths are selected, which means the input dimension is 8 * 4 complex coefficients 
Findings on generalization verification
· vivo: Zero-padding is feasible for subband number generalization while its performance degrades dramatically in port number generalization
· vivo: Pre-processing performs well for both subband number generalization and port number generalization
· Qualcomm: Training with mixed antenna configuration achieves robust performance across all antenna configurations in the training
· Qualcomm: Training with mixed antenna configuration outperforms specific training with specific antenna configuration
· ZTE: Case 3(AI model trained in mixed configurations of antenna port numbers) shows good generalization performance for various antenna port numbers
· ZTE: AI model trained with the configuration of 32 antenna ports can maintain performance for 16 antenna ports.
· Apple: For generalization study case 2, when the autoencoder is trained in UMa with [8 2 2] antenna port layout, and test with [4 4 2] antenna port layout, large performance loss is observed
· Apple: For generalization study case 3, when the autoencoder is trained in mixed dataset with [8 2 2] and [4 4 2] antenna port layout, and test with [4 4 2] antenna port layout, similar performance is observed as case 1.
· OPPO: The scalability performance of AI/ML model for various antenna ports and CSI feedback payloads can be improved by trained on mixing datasets

· Various CSI feedback payloads: Huawei, HiSilicon, vivo, Qualcomm, Xiaomi, CATT, OPPO, CMCC, Fujitsu, InterDigital, ETRI
Issue: Different payload can cause different output dimensions of AI model.
General views of companies:
· Huawei, HiSilicon: For evaluating the generalization/scalability over various CSI payload sizes for CSI compression,
· Companies to report the solution to achieve the scalability over different input/output dimensions, e.g., truncation/padding or adaptation layer
· Companies to report whether/how to achieve one unified CSI generation parts with scalable dimensions and/or one unified CSI reconstruction parts with scalable dimensions
· CATT: For AI/ML-based CSI compression, scalable AI model is considered
· Comba:Different network structures are trained for different compression rates
· ETRI: Study the UE-side AI/ML model with unquantized latent variable as an output and generating CSI payload using an additional quantization method on the unquantized latent variable for scalability regarding various CSI payload sizes.
Solutions:
· Solution 1: Payload truncation. Huawei, HiSilicon, vivo, 
· Huawei, HiSilicon: The first solution is using truncation and padding to adjust the dimension of CSI generation output and CSI reconstruction input, where the output dimension of the encoder is set as up to the maximum supported payload, while the encoder output is truncated from the tail to generate the CSI feedback if the actually configured payload size of the CSI feedback is smaller than the maximum payload; zeroes are padded at the CSI reconstruction part accordingly so that the input to the decoder is aligned over CSI payload sizes
· vivo: the output of the encoder is cut out from the beginning to the specific payload length 
· vivo: Study CSI payload truncation for the generalization of UCI payload
· FFS the flexible truncation strategy and training parameters for more different payload.
· Xiaomi: different feedback payloads are obtained by cutting off the tail of the maximum 240 bit. The loss function is the average results of different decoder parts
· Xiaomi: RAN1 study pre-processing mechanisms for the input of decoder to  improve the AI model generalization performance on various feedback payloads
· OPPO: When the AI/ML model trained on Configuration#A is adopted on Configuration#B, the first  bits can be reserved, and the latter  bits can be truncated during the interface feedback. Then, the truncated   bits can be regarded as default 0 or 1 for the decoder input.
· CMCC: The dimensions of the output of generation part is designed based on the maximum feedback bits, and before outputting from the generation part, some extra bits will be dropped
· Case 1: one joint encoder and 2 separate decoders of which the number of feedback bits are 32 and 48 bits.
· Case 2: one joint encoder and 3 separate decoders of which the number of feedback bits are 32, 48 and 120 bits.
· Fujitsu: Specifically, the unique encoder and three decoders form three pairs of two-sided AI/ML models. The input of the three decoders are the truncations of the output of the encoder. The loss function of the entire training is the summation of the loss functions of the three pairs of two-sided AI/ML models, which is used for backpropagation. 
· Solution 2: Variable subband configurations with variable payload Qualcomm
· Option 1-two payload configurations are considered (i.e., encoder output dimension = 32 and 64) and are trained at the same time; 
· Option 2-training using contiguous patterns with random number of subbands, and the number of subbands are randomly generated; 
· Option 3-Similar to Option 2 but arbitrary subband pattern is considered in the training
· Solution 3: Adaptation layer Huawei, HiSilicon, CATT, Fujitsu
· Huawei, HiSilicon: The second solution is using additional adaptation layer in the AI/ML models of the encoder and the decoder to adjust the dimension of CSI generation output and CSI reconstruction input, where different adaptation layers correspond to separate output/input dimensions consistent with the CSI payload sizes
· CATT: fully-connected layers are used for both down-sampling (DS-x block) and up-sampling (US-x block). At the inference phase, only one branch is activated according to the configured payload.
· Fujitsu: the truncators are replaced by FCLs, and each of the FCL is trained together with its corresponding pair of two-sided AI/ML models. At the inference stage, a proper decoder is used based on the desired payload… It turns out that a universal decoder is possible if three additional FCLs are added between the FCLs and the decoder.
· Solution 4: Adjusting quantization bit lengths ETRI
· ETRI: For example, the AE based AI Model can generates 86 bits of CSI feedback payload by quantizing 43 output nodes of Encoder by 2 bits each output. By changing quantization bit lengths of each output node of Encoder, the AI Model can generate different payload sizes
· Solution 5: PCA/restoration. ETRI
· ETRI: The PCA based AI Model can further change payload sizes by controlling number of reduced dimensions to represent the input data (e.g., eigenvector) and number of bits to quantize each dimension. For example, an input eigenvector can be reduced to 4 dimensions and quantized using 4, 4, 2 and 2 bits for each dimensions, respectively, then 12 bits of CSI payload can be generated

Views from companies
· Fujitsu: For the generalization/scalability of an AI/ML model over various configurations, it should be clarified
· Case 1. Models share a common backbone with added model-specific layers should be counted as one model in model generalization evaluation or multiple models in model switch
· Case 2.  Models share a common backbone with different input/output format and/or different pre-/post-processing should be counted as one model in model generalization evaluation or multiple models in model switch.
· Fujitsu: The pre-/post-processing are suggested to be counted as part of an AI/ML model for the generalization/scalability of an AI/ML model over various configurations

Findings on generalization/scalability verification
· Huawei, HiSilicon: For scalability over different payloads, there is only minor margin (<0.7%) between the SGCS of the payload-specific models and unified model supporting 2 different payload sizes. The SGCS degradation is lager (<1.8%) for a unified model supporting 4 different payload sizes.
· vivo: Payload truncation, as a starting point, performs well in UCI payload size generalization.
· Qualcomm: Smaller number of subbands can achieve comparable results to the larger number of subbands with half of reporting payload
· Xiaomi: The generalized AI model does not work well on various CSI feedback payloads, especially for a small number of feedback payloads
· OPPO: The scalability performance of AI/ML model for various antenna ports and CSI feedback payloads can be improved by trained on mixing datasets
· CATT: Compared with a family of layer-common AI/ML models, the scalable AI/ML model (SCsiNet) can achieve a similar performance and can significantly reduce storage memory and model transferring overhead
· CATT: Compared to Rel-16 Type II codebook based CSI feedback, 3%~11% throughput improvement under the same CSI feedback payload can be achieved by proposed scalable AI/ML model
· Fujitsu: The performances of the generalization of payload are very similar in terms of the SGCS, no matter whether the structure of the AI/ML model is composed by a single encoder and a single decoder with proper pre-processing/post-processing, or a single encoder and multiple decoders with proper pre-processing/post-processing
· Fujitsu: The performance of the generalization of payload, in terms of the SGCS, are very similar to the baseline scheme, where the two-sided AI/ML model is composed by an encoder and a decoder only, without pre-processing/post-processing
· [bookmark: _Hlk111215365]CMCC: The unified AI model of one common encoder and multiple specific decoders performs well across different number of feedback bits.
· Fujitsu: The performances of the generalization of payload are very similar in terms of the SGCS, no matter whether the structure of the AI/ML model is composed by a single encoder and a single decoder with proper pre-processing/post-processing, or a single encoder and multiple decoders with proper pre-processing/post-processing.
· Fujitsu: The performance of the generalization of payload, in terms of the SGCS, are very similar to the baseline scheme, where the two-sided AI/ML model is composed by an encoder and a decoder only, without pre-processing/post-processing
· ETRI: The AE based AI Model for CSI compression can generate various CSI feedback payload sizes by controlling quantization bit lengths.
· ETRI: The PCA based AI Model for CSI compression can generate various CSI feedback payload sizes by controlling dimension reduction and quantizations.
· ETRI: In evaluation of AI/ML for CSI compression over various CSI feedback payload sizes, a PCA based AI model trained with the mixed dataset (Case 3) achieves almost same performance of a model trained with the dataset of target configuration (Case 1).

· Various ranks/layers: Huawei, HiSilicon, vivo, Samsung, Apple, MediaTek, Xiaomi
Issue: Different payload can cause different output dimension of AI model.
Solution: 
· Rank common model (Option 2) ETRI
· ETRI: For the AI/ML based CSI compression sub use case with rank >= 1, study rank-common and layer-common AI/ML models with higher priority
· Layer common model (Option 4). E.g., a unified AI/ML model is trained and applied for each layer to perform individual inference. Huawei, HiSilicon, vivo, Samsung, MediaTek Xiaomi, ETRI
Elaboration
· Option 4-A: A unified AI/ML model is trained with the dataset for layer 1 (Case 1/2) only; Samsung, Apple CATT
· Option 4-B: A unified AI/ML model is trained with the mixed dataset for layer 1 and layer 2 (Case 3) Samsung, Xiaomi Apple CATT
Findings on generalization verification
· vivo: Rank generalization with per-layer model can achieve similar SGCS with half model size compared with per-rank model.
· [bookmark: _Ref115456768]vivo: In the case of rank-2, AI model can provide about 12% SE gain compared with Rel-16 Type II codebook.
· Samsung: For AI/ML based CSI compression, the following observations were made for generalization performance across layer 1 and layer 2,
· AI model generalizes well from layer 1 to layer 2 thus a layer-common model can be used
· Training an AI model with the mixed dataset consisting of layer 1 and layer 2 doesn’t help it rather degrades the SGCS performance as compared to training an AI model with a single dataset (layer 1 or layer 2).
· MediaTek: On average over evaluation settings with 100~300 bits of CSI feedback, re-usage of AI/ML models (case 2 of generalization) at layer level causes 1.29% GCS degradation
· MediaTek: On average over evaluation settings with 100~300 bits of CSI feedback, re-usage of AI/ML models (case 2 of generalization) at rank level causes 1.13% GCS degradation
· MediaTek: It is feasible to generalize a layer-common AI/ML model across ranks with negligible performance loss
· MediaTek: On average, a unified AI/ML model (generalization case 3) not only does not degrade the feedback accuracy, but it also achieves 0.46% higher GCS accuracy compared to the dedicated AI/ML models for both layers
· MediaTek: On average, a unified AI/ML model (generalization case 3) shows 5.8% higher GCS accuracy for EVs of layer 0 compared to those belonging to layer 1. The similar trend has also been observed among the dedicated AI/ML models
· Xiaomi: AI/ML model shows good generalization performance in various rank number

· Overall proposals on scalability
· [bookmark: _Toc115271187][bookmark: _Toc115430180][bookmark: _Toc115430009][bookmark: _Toc115430262][bookmark: _Toc115430912]Qualcomm: For the evaluation of generalization of AI model to variable configurations, consider the following in data set generation:
· For subband generalization, generate N>=1 random patterns (either contiguous or non-contiguous) for each data sample in the training set. The full subband pattern can be used in addition.
· For antenna configuration generalization, mix data sample generated based on M antenna configuration with equal proportion.
· Same configuration in the testing set and training set


As the other direction as opposed to achieving generalization, one company raised to adopt overfitting Per-cell (region) model with small size. In Moderator’s understanding, this is a different direction of studying AI/ML models as opposed to applying a generalized model with potentially large model size or requiring large training dataset. The principle of the per–area/cell/region model is to train a much smaller and overfitting model with smaller training dataset and apply it to a specific area, while on the other hand it may potentially not be applicable to other areas.
Per-area/cell/region model
· General views
· vivo: Study the performance and overhead of per-cell (region) model transfer in CSI compression
· vivo: Consider to capture observations from field data test into TR
· Model size/structure
· vivo: Under field dataset, performance of simple model structure, e.g., one hidden layer full-connected encoder, is good enough for typical per single cell or multiple cell operations.
· Overhead of model update
· [bookmark: _Ref115456152]vivo: If the model structure of CSI generation part is simple(e.g., one-layer MLP), overhead of the model updating procedure will be very small (probably less than 100kB)
· vivo: Further study the model update for per-cell (region) models 
· Data collection
· vivo: Further study the data collection for per-cell (region) models
· Channel model
· vivo: Here we consider using data where the channel has spatial consistency characteristics. Each UE generates random variables with spatial consistency based on its own geographic location at the T=0, both the cluster specific random variables and the correlation distance for spatial consistency procedure a follow 38.901.
· Findings on performance
· [bookmark: _Ref111217242]vivo: Based on initial field test results, per-cell (region) models can provide more than 30%~50% improvement on SCGS of AI models.
· vivo: From initial results for spatial consistency data, performance of simple model structure, e.g., one hidden layer full-connected encoder, can achieve good performance when per cell model is used


Other views/findings on generalization verification
· Qualcomm: The performance of AI/ML-based CSI compression using two-sided model can vary considerably if there is a discrepancy between the training data and inference data due to device-side variations
· The data corresponding to different types of devices may have different characteristics. The source of such differences could be from device construction, RF aspects, implementation differences across vendors or device models or chipsets, etc. 
· Nokia: Include generalization tests from scenarios or configurations outside the training data set
· Nokia: Study various model architectures for generalization performance, including an assessment of the trade-off between performance and model complexity
· ZTE: Case 3 (AI model trained with mixed dataset) can be utilized to study AI generalization as a starting point.
· MediaTek: For generalization study, the mixed datasets should be subject of further discussions to determine the exact contribution of each sub-dataset into the mixed one according to real-world settings.
· MediaTek: Considering the potential number of mixing dimensions, offer public datasets to facilitate study on generalization aspects of AI/ML models
· OPPO: Suggest to study generalization issue and scalability issue separately
· Focus on the same input and output CSI dimension with different configuration(s)/scenario(s) for generalization performance evaluation
· Focus on different input and output CSI dimensions with different configuration(s) for scalability performance evaluation
· E.g., different numbers of antenna ports, different number of sub-bands and different CSI feedback payloads
· OPPO: Suggest to study generalization issue and scalability issue separately
· Companies to report the details of utilized scenarios/configurations in the current stage
· OPPO: Suggest to construct some typical datasets with aligned configuration(s) to draw the conclusion on scalability performance
· Companies to report the details of utilized methods and configurations in the current stage
· CMCC: The solution to improve the generalization capability of AI model across different configurations/ scenarios could be further studied
· Fujitsu: The KPIs for the generalization/scalability of an AI/ML model should be further studied. In particular, both the performance-related KPI and the complexity-related KPI are suggested to be used.
· Fujitsu: It is suggested that the comparison of the model complexity of baseline and generalization schemes can be taken as a KPI. As an example, the ratio of the model complexity of the baseline approach over that of the generalization scheme.


3.1-6: Monitoring
Methodology
· vivo: Discuss and develop an evaluation methodology for performance monitoring approaches. Following options can be considered as a starting point
· linking metrics/results for specific monitoring methods to intermediate KPI results to see their relevance
· modeling an environment changing procedure where models may be outdated and measuring the accuracy for different monitoring methods via system KPIs (e.g., throughput)
· Qualcomm: Study mechanisms to monitor the performance of the AI/ML model to detect whether the data observed during inference is outside the distribution of the dataset used to train the model

Input-based monitoring
· [bookmark: _Toc118460610][bookmark: _Toc118460628]Qualcomm: Model monitoring based on metrics derived by comparison between input samples at inference and training samples can have strong relationship with the inference accuracy. As a result, input-based monitoring appears promising
· Qualcomm: Study specification impact of input-based model monitoring by comparing input samples at inference time to the training samples

Legacy-CSI-based monitoring
· Qualcomm: Model performance monitoring based on using a legacy CSI feedback scheme as a reference can detect model accuracy failure reliably and efficiently
· Qualcomm: Reporting the target CSI with high resolution for the purpose of model performance monitoring would require additional overhead without much benefit, and specification change for such reporting requires clear justification
· Qualcomm: Study specification impact needed to enable robust and efficient model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference


1st round email discussions
3.2-1: AI/ML training methods
In the last meeting, the procedures for Type 2/3 training have been concluded. In addition, how to evaluate the realistic multi-vendor case for Type 2 training has been agreed, while there still some FFS issues.
For Type 3 training, the multi-vendor simulation cases are yet open. The remaining issues on Type 2/3 is to be discussed in this section to study/evaluate the feasibility and performance of training Type 2/3 in the realistic network.

Issue#3-1 Type 2 training – N>1 NW to M>1 UEs
In the last meeting, there is one FFS issue on Type 2 training: whether/how to consider the evaluation for the joint training of N>1 NW models and M>1 UE models, which is realistic to reflect the multi NW vendor multi UE vendor situation.
	Agreement
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 training between one NW part model to one UE part model
· Case 2: Type 2 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· Case 3: Type 2 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS N NW part models to M UE part models
· FFS different quantization/dequantization methods between NW and UE
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
· FFS: companies to report the training order of UE-NW pair(s) in case of M UE part models and/or N NW part models
· FFS: whether/how to report overhead



In this meeting, Huawei [3] raised that two training orders for N NW part models to M UE part models: Option 1 is the N NW part models to M UE part models are simultaneously trained, and Option 2 is they are sequentially trained in a pair-wise manner. To Moderator’s understanding, there is no need to make down-selection in the evaluation part, and companies can report how they achieve the joint training.
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Option 1 simultaneously trained
(separate loss function)
	[image: ]
Option 2 sequentially trained in pair-wise manner
(after the training of first pair between UE 1 and Network 1, AI/ML model of UE 1 need to be frozen when training the next pair between UE 1 and Network 2)



For how to generate the loss function, there are two views: Huawei [3] implied the loss function is generated separately for per NW vendor, while Ericsson [4] mentioned the loss function is jointly generated over N NW vendors. As how to generate loss function over N NW vendors would lead to different performance/convergence of the AI/ML models, companies can report how it is achieved in the simulation.
	[image: ]



Therefore the following question is raised.
Question 3.2.1: For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), besides the evaluation of Case 2 (one NW part model and M>1 separate UE part models) and Case 3 (one UE part model and N>1 separate NW part models), N>1 NW part models to M>1 UE part models are additionally considered as an evaluation case (i.e., Case 4), and companies to report
· The training method/order, including
· Case 1: Simultaneously train all N Network part models and M UE part models involving all vendors
· Case 2: Sequentially train Network part models and UE part models in a pairwise manner
· Others
· The generation of loss function, e.g., whether loss function is jointly generated over N>1 NW part models, or separately generated for N>1 NW part models.

	Company
	View

	Lenovo
	To us such joint training between different vendors seems unrealistic.
It is beneficial to study the need for such joint training and compare the performance/ complexity of joint training against other method like developing a model (as general as possible) and then perform model adaptation (e.g., fine tuning, model switching) for different cases.
Note that, if different inputs of different vendors are very different, joint model may not perform well and if they are similar having a single model and then fine tunning might be enough to get good results.


	vivo
	We are fine to both cases. In our understanding, the training method/order should regard to the performance, complicity, and deployment realization.

	OPPO
	We are fine. But it seems not clear how to perform simultaneous and sequential model training. Is should be clearly defined and reported by companies.

	MediaTek
	We are fine with these additional cases

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-2 (High priority) Type 3 training - N>1 NW to M>1 UEs
Moderator note: for Type 3 training, the Multi-vendor cases have been discussed but not agreed in the last meeting. For this meeting, the evaluation cases are rephrased to make the intention more clear:
· For Case 1, it is not only applied for 1 NW model to 1 UE model. For N NW model to 1 UE model under UE-first training, as the set of information (e.g., dataset) is delivered to all the NW models from the UE model, Case 1 can naturally support N NW to 1 UE; e.g., companies may simulate 1 UE model and different NW models, and individually report each combination to simulate the N NW to 1 UE case. The same way applies for the 1 NW model to M UE models under NW-first training.
· For the “Companies to report the dataset” part, it is moved from the “Case 2”/”Case 3” of the 110b-e proposal to “Case 1”. The intention of reporting the dataset is: the dataset for training at UE may be the same or a subset of the dataset for training at NW under NW-first training as shown in below, and vice versa for UE-first training. Take NW-first training for example, the subset case can simulate the situation where each UE only keeps the dataset of its own, while NW trains with a merged dataset from all UEs, and only delivers the corresponding dataset to each UE in Step 2, i.e., only the local dataset is used for per UE, while there is no need to deliver the dataset from another UE. Huawei [3], CATT [9] provided the evaluation results of the subset case and showed a minor gap compared with the same set case.
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· For Case 2/3, the intention is: for NW-first training, NW#A can deliver the dataset to all UEs (UE#1/2/3) naturally; but to achieve the multi-vendor operation among N NW models and M UE models, the UE#1 may receive the dataset delivered from multiple NW models, namely NW#A, NW#B, and NW#C; then the UE#1 can mix the dataset from all NW models to achieve the generalization. Same principle for the UE-first training.
· The “FFS: different dequantization methods among NW sides” of the 110b-e proposal is removed, as it belongs to the issue of quantization aware/non-aware training as per Moderator’s understanding.
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For the controversial part of “the size of quantization input/de-quantization output” in the last meeting, after thinking twice, it is more like a generalization/scalability issue, and is therefore moved to the scalability discussions (see Issue#3-16).
Upd Proposal 3.2.1: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model to one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether input CSI dataset for training UE part model is the same or a subset of the input CSI dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether target CSI dataset for training NW part model is the same or a subset of the input CSI dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· FFS: whether/how to report overhead

	Support/Can accept
	Qualcomm (comment), Fujitsu, MediaTek, NTT DOCOMO, ZTE CAICT

	Object/Concern
	



	Company
	View

	CATT
	Support in principle.
For the last bullet, we think the overhead is unclear. Does it mean the signaling overhead on dataset transfer?

	Lenovo
	We are okay to add “Companies to report the dataset” to case1 but it should remain in case 2 and case 3 as well.

In addition, based on our understanding case1 is only with one UE side and one gNB side. The examples that FL presented are actually case2 and case3. Further clarification could be helpful.

	Qualcomm
	We agree with the proposal but have some wording suggestions. 
Regarding the new text “e.g., input CSI for UE part model is the same or a subset of the input CSI for NW part model”, the wording is confusing because input for NW part model is the compressed CSI feedback, which is different from the input for UE part model. Suggested change: “e.g., whether the dataset used to train the UE part model is the same as or a subset of the dataset used to train the NW part model. 
For Case 2 and 3, after adding the two new notes, there seems to be some overlap between Case 2 and Case 3. For N > 1 and M > 1 case, does it belong to Case 2 or Case 3?

	Xiaomi
	We think the note 1 and note 2 under case 1 is better to put under case 2 and case 3. 

	ZTE
	For Case 2 and Case 3, we are not clear which part of UEs are delivered with datasets from multi-vendors and which part of UEs are delivered with dataset from one vendor in simulation process, which needs further further clarification.

	LG
	We are ok in general. One clarification is that this proposal is intended to be optionally considered case 2 and 3, right?

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-3 Type 3 training – dataset for sharing
Moderator note: for Type 3 training, there are some discussions on the shared dataset between NW and UE. It is Moderator’s feeling that disclosing the method by companies in their evaluations will be helpful to understand the performance and the feasibility of different dataset sharing methods.
· For “Dataset construction”, the intention sources from the comment from Lenovo in the last meeting, that the dataset can be (for NW-first training) either both the input and output CSI of the CSI generation part, or only the output CSI of the CSI generation part, assuming the input CSI has been already aligned at the UE side. Similarly for the UE-first training. Other information for sharing is not precluded.
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· For “Quantization behavior”, Qualcomm [27] mentioned two methods under quantization-aware training of UE-first training: one is to share the NW with the CSI feedback before quantized (Ze), and another is to share the NW with the CSI feedback after quantized (Zq). From simulation results, both ways have similar performance. From Moderator’s understanding, similar methods apply for NW-first training, where the CSI feedback shared from NW to UE can be either Ze or Zq. Other companies are also encouraged to disclose the approach for sharing the CSI feedback for NW-first training and UE-first training.
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Proposal 3.2.2: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input (original CSI) and output (CSI feedback) of the Network side CSI generation part, or includes the output (CSI feedback) of the Network side CSI generation part only, or other information.
· Quantization behavior, e.g., whether the shared output (CSI feedback) of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, the set of information includes the input (CSI feedback) and label (original CSI) of the UE side CSI reconstruction part, or includes the input (CSI feedback) of the UE side CSI reconstruction part only, or other information.
· Quantization behavior, e.g., whether the shared input (CSI feedback) of the UE side CSI reconstruction part is before or after quantization.

	Support/Can accept
	Fujitsu, MediaTek, NTT DOCOMO CAICT

	Object/Concern
	



	Company
	View

	CATT
	Regarding “Dataset construction”, for NW-first training, from the perspective of evaluation, the pairs of original CSI and CSI feedback are always needed for model training at UE side. Whether the set of information includes the input (original CSI) and output (CSI feedback) of the Network side CSI generation part, or includes the output (CSI feedback) of the Network side CSI generation part is only related with spec impact, which can be discussed in 9.2.2.2. Similar issue is also for UE-first training. Thus, we think the sub-bullet for “Dataset construction” of NW-first training and UE-first training is not needed.

	Lenovo
	We are okay with this proposal in principle.

Just maybe the quantization part maybe transparent as it is inside the AI/ML model and can be considered proprietary to each company. We are though okay with the point on “companies are encouraged to report”

	Fujitsu
	We suggest modifying the wording as follows.

· For NW-first training
· Dataset construction, e.g., the set of information includes the input (original CSI) and output (CSI feedback) of the Network side CSI generation part, or includes the output (CSI feedback) of the Network side CSI generation part only, or other information.
· Quantization behavior, e.g., whether the shared output (CSI feedback) of the Network side CSI generation part is before or after quantization.  If quantization is used, companies to report the quantization parameters/values.
· For UE-first training
· Dataset construction, the set of information includes the input (CSI feedback) and label (original CSI) of the UE side CSI reconstruction part, or includes the input (CSI feedback) of the UE side CSI reconstruction part only, or other information.
· Quantization behavior, e.g., whether the shared input (CSI feedback) of the UE side CSI reconstruction part is before or after quantization.  If quantization is used, companies to report the quantization parameters/values.


	ETRI
	Since this proposal is about the sequential training of Type 3, we would like to suggest to change the proposal sentence as:

For the evaluation of an example of Type 3, for sequential trainings, (Separate training at NW side and UE side), companies to report the set of information (e.g., dataset) shared in Step 2, …

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-4 Type 3 training – parallel training
Moderator note: In this meeting, CATT [9] raised a parallel training method, where UE and NW train the CSI generation part and CSI reconstruction part, respectively, based on a common dataset of {Channel, target CSI}, with no distinguishable sequential order. 
A similar idea was brought up by Samsung in the 110bis-e meeting, that a common reference model is applied to enable the parallel training.
However, due to lack of more details, they cannot be used for generating a concrete proposal. Hence, a question is raised to discuss whether/how to achieve the parallel training.

Question 3.2.2: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), do you think it is needed to further discuss an additional training order of parallel training, except for the sequential training orders of NW-first training and UE-first training as already concluded? 
· If so, please elaborate the details on how to achieve it, including, e.g., how to generate the common dataset, how to generate the common reference model, etc.

	Company
	View

	CATT
	Yes.
For evaluation, the common dataset can be generated by a joint training model, with the following steps considered:
Step 1: A joint training model with CSI generation part + CSI reconstruction part is trained. 
Step 2: The set of information includes input and label of the UE side CSI generation part is generated by the joint trained CSI generation part in step 1, and the set of information includes input and label of the NW side CSI reconstruction part is generated by the joint trained CSI reconstruction part in step 1, where the same dataset for CSI feedback is used for the output of CSI generation part and input of CSI reconstruction part. 
Step 3: The UE side trains UE side CSI generation part with the set of information includes input and output of the CSI generation part generated in step 2 and the NW side trains NW side CSI reconstruction part with the set of information includes input and output of the CSI reconstruction part generated in step 2.
Specifically, for Step 2, only the set of information includes input and output of the joint trained CSI generation part in step 1 is generated. Then for Step 3, both UE side CSI generation part and NW side CSI reconstruction part are trained based on the set of information, with the input and output of the joint trained CSI generation part used as the input and label of the UE side CSI generation part, and as the label and input of the NW side CSI reconstruction part, respectively.

	Lenovo
	We are still not sure about the way that the parallel training operate. If companies can elaborate more on that we are okay to include this case as well.

	Fujitsu
	We are open to the discussion of parallel training. However, it is not clear to us the relationship between the sequential training and parallel training.

	MediaTek
	No, we don’t need to further discuss an additional training order of parallel training.

	NTT DOCOMO
	We are fine with either categorization, as long as companies have the common understanding. If the training is a sequential training, the separate training (type 3 training) seems more appropriate. 

	ETRI
	In our view, further discussions on the parallel training are needed as it is another option of the two-sided AI/ML model training for the CSI compression sub-use case.

There can be several methods to achieve the parallel training as:
· Reference model sharing
· Reference dataset sharing
· Structured latent variables.

For the parallel training based on the structured latent variables, different entities (e.g. UE and gNB-sides) can independently define and train their AI/ML model to map the input CSI (e.g., channel) to latent variables having specialized structure (e.g., scaled isometry property) and to recover from the structured latent variable variables to the output CSI. Note that for the parallel training with the structured latent variables, different entities not necessarily share the common dataset of {Channel, Target CSI}, since the structure of the Target CSI is agreed in common. Instead, different entities can independently train using their own dataset (Channel). For the inference, additional alignment between gNB and UE can be optionally done using the common dataset of {Channel, Target CSI}, but the size of the common dataset can be very small compared to the training purpose. We have provided the details on the parallel training using the structured latent variables in Section 2.1.1 of our contribution [R1-2212542].

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Issue#3-5 Type 3 training – other training methods
Moderator note: An alternative training Type 3 method raised by Qualcomm [27] for this meeting is shown in below:
· gNB-first type3-alt training: gNB-Dec is trained first and then UE-Enc is trained with a frozen gNB-Dec
· This approach may require exchange of activation (latent vector), gradient and corresponding target for loss function computation
· UE-first type3-alt training: UE-Enc is trained first and then gNB-Dec is trained with a frozen UE-Enc
· This approach may require exchange of activation (latent vector) and corresponding input
As per Moderator’s understanding, the above procedure needs real time gradients exchange between NW and UE (though only one side is updated during the training), so it is more like a variant of Type 2 training. This has been discussed in Issue#3-1: sequentially trained in pair-wise manner.
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded.



A question is raised then, to clarify the boundary between Type 3 and Type 2.
Question 3.2.3: For the evaluation of training types, which of Type 2 and Type 3 should it belong to, if one side is trained first, and the second side is trained afterwards, with forward propagation and backward propagation (e.g., gradients) exchanged across the two sides?

	Company
	View

	CATT
	We think this type of training can be seen as a special case for Type 2.

	Lenovo
	We believe all schemes should be open for investigation.

	MediaTek
	If UE is first trained, the method exactly works as Type 3 UE-first separate training where UE just passes the output of CSI generation part to NW, and NW updated parameters in an individual PB loop
If NW is first trained, the FP and BP loop includes both UE and NW; It belongs to Type 2 in this case.

	ETRI`
	In our view, the training with forward and backward propagation across the two entities is reside in Type 2 training.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-6 Quantization/dequantization aware/non-aware training
Moderator note: In the last meeting, an agreement was achieved to evaluate the quantization-aware training and quantization-non-aware training. In this meeting, vivo [5], Xiaomi [12], OPPO [14], Qualcomm [27], etc., raised a couple of approaches for quantization-aware training and quantization-non-aware training, and provided simulation results accordingly.
For quantization non-aware training, it looks more or less aligned, that the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training, i.e., quantizer/dequantizer are not involved in training.
For quantization aware training, it seems to be also aligned that this includes the case where the quantizer/dequantizer are involved and updated in together with the training of models.
For a third case where the quantizer/dequantizer are involved in the training but NOT updated during the training, different companies have different understandings on the categorization: whether it belongs to quantization non-aware training or quantization aware training.
Therefore, the following question is raised on the simulation cases on quantization aware/non-aware training. BTW it is Moderator’s understanding that quantization aware/non-aware training is applicable to Type 1/2/3. Companies may share your view on this point.
Question 3.2.4: For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· A fixed/pre-configured scalar/vector quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured scalar/vector quantization codebook, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: A fixed/pre-configured scalar/vector quantization codebook is applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured scalar/vector quantization codebook, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The scalar/vector quantization codebook is updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the scalar/vector quantization codebook during the training
· Note: the above cases apply for training Type 1/2/3

	Support/Can accept
	FUTUREWEI (with comments), CATT, OPPO, MediaTek,NTT DOCOMO, ETRI CAICT

	Object/Concern
	



	Company
	View

	Moderator
	Companies are welcome to share your view on Case 2-1: whether it belongs to quantization aware training or quantization non-aware training

	FUTUREWEI
	In general, we can leave the options open, companies may use either quantization-aware of quantization non aware training at this stage. Quantization aware training optimizes the quantizer together with the main AI/ML model, however, the quantizer (or quantization codebook) needs to be updated every time when model updates happen. Quantization non-aware training may have the benefit of updating the AI/ML model and the quantizer (or quantization codebook) separately. In some cases, when distribution of the output from CSI generation part changes, only quantization codebook needs to be updated while AI/ML model may not need to be updated.
It is not clear what the major difference is between Case 2-1 and Case 1.

	CATT
	We think Case 2-1 belongs to quantization aware training.

	Lenovo
	We are okay with the proposal with the following addition
· Other cases are not precluded.


	OPPO
	We think that Case 2-1 belongs to quantization aware training.

	MediaTek
	We believe it would be beneficial that companies report results of any finetuning (if applied after deploying quantization).  

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



3.2-2: AI/ML model settings
Issue#3-7 AI/ML model settings for rank>1
Moderator note: The multi-rank model have been discussed for several meetings. From the inputs of this meeting, the preferences are still diverse, so it seems a realistic way is to let companies report which option is chosen in their evaluation rather than making a down selection at the moment.
In addition, from Moderator’s understanding, as the input/output and number of models of these options are different, it is still meaningful to make a comparison over the schemes on the price of each option. E.g., the storage of the layer specific model may be the summary of all models; in addition, for Option 1 and Option 3, as multiple models are applied, the complexity to be reported need to be discussed – e.g., which model is used for reporting the FLOPs?
Proposal 3.2.3: For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference. 
· FFS: input/output type
· Option 3 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is layer specific and rank common (For a specific layer, the same model is applied for all rank values), or layer specific and rank specific (For a specific layer, different models are applied for different rank values)
· Option 4 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is layer common and rank common (A unified AI/ML model is applied for each layer to perform individual inference), or layer common and rank specific (For a specific layer, different models are applied for different rank values)
· Other options not precluded.

	Support/Can accept
	FUTUREWEI, OPPO, Fujitsu, MediaTek,NTT DOCOMO, ETRI, Spreadtrum, ZTE CAICT

	Object/Concern
	



	Company
	View

	Moderator
	Companies are welcome to share your view on the FFS parts: input/output type for each option, and the reported complexity and storage for Option 1/3.

	FUTUREWEI
	Companies my choose whether rank/layer specific or rank/layer common approach is used. There is no need to specify /mandate how rank > 1 should be handled in the modeling phase.

	CATT
	There is no common understanding on what does layer specific/layer common/rank specific/rank common mean among companies. We think we should clarify on whether the classification is made from the perspective of either or both of model training and model inference first. If the classification is made from the perspective of model training, if the model for a layer is trained based on the data from all layers, it is a layer common model; otherwise, if the model for each layer is trained based on the data for the corresponding layer of all ranks, it is layer specific model. If the classification is made from the perspective of model inference, if at least two different models are used for the layers of a rank, it is a layer specific model; otherwise, if the same model is used for the layers of a given rank, it is a layer common model.

	Lenovo
	Support, however in Option 2, what is the meaning of “for adaptive ranks”?


	Vivo
	We prefer to Option 4. This is because many companies have already reported the benefits if taking option 4 for rank >=1.

	OPPO
	Prefer option 4. What is the advantage of using option 2?

	NTT DOCOMO
	The sub-bullet of Option4 is confusing and should be updated as follows.
· Companies to report whether the setting is layer common and rank common (A unified AI/ML model is applied for each layer to perform individual inference), or layer common and rank specific (For a specific layer, different models are applied for different rank values)
In Option4, we think one common model is used for all layers, where the one common model may or may not depend on rank values.

	LG
	Agree with Futurewei. 

	
	

	
	

	
	

	
	

	
	

	
	




3.2-3: Other EVM for CSI compression
Issue#3-8 (High priority) Payload size alignment-clarification of agreement
Moderator note: In the last meeting, the payload size calculation was discussed while no consensus was achieved. In this meeting, companies shared their views on the preference of the 3 Options.
· Option 1: Payload size is calculated based on the maximum rank. -3 companies
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. FFS the following understandings
· Option 2a: The above-mentioned “CSI payload” is calculated as each CSI reported payload with a given rank  -3 companies
· Option 2b: The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank -7 companies

It is Moderator’s understanding that we need a down-selected option to represent the payload size so that the results from companies can be cross checked. If there is still no consensus, it is Moderator’s understanding that Option 1 which is adopted in the R16/17 MIMO evaluation will become the solution by default (Nokia has a different understanding though, a majority of other companies seem to have a similar view with Moderator).
There is a controversy in the last meeting, that the agreed evaluation metric is applied to only AI/ML, or both AI/ML and legacy e-Type II. Therefore, we need to first clarify this issue before conducting the down-selection.
	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.



Question 3.2.5: For the CSI payload size calculation for CSI compression, whether the Maximum overhead in the following agreement applies to only AI/ML, or both AI/ML and legacy Type II codebook?

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.




	AI/ML only
	Apple

	Both AI/ML and legacy Type II codebook
	FUTUREWEI, CATT, vivo, Qualcomm, OPPO, Xiaomi, MediaTek,NTT DOCOMO, Spreadtrum, ZTE CAICT, LG




	Company
	View

	CATT
	We think the same CSI payload calculation scheme shall be applies to AI/ML based CSI feedback and legacy Type II codebook based CSI feedback. 

	Qualcomm
	In our understanding, the entire table that was agreed in RAN1#109-e, from which the above snippet has been copied, is applicable to the evaluation in general, i.e., to both the baseline schemes and the AI/ML schemes.  
Moreover, one reason to use maximum overhead is that when the gNB allocates resources on the uplink for the CSI feedback, it is not aware of the actual payload size. In our understanding, this proposal is about the resource overhead, and not about the actual payload size. For clarity and consistency with the past agreement, we suggest rewording the proposal to say “For the CSI feedback overhead calculation…” instead of the current wording “For the CSI payload size calculation…”.

	ZTE
	Option 1 worked well in legacy CSI evaluation for maximum payload size based on maximum rank with a given configured parameter combination, which is easy for companies to confirm the feedback overhead for both AI/ML and legacy Type II codebook.

	CAICT
	We prefer a fair comparison between AI/ML and legacy Type II codebook.

	Apple
	For legacy codebook, accurate calculation of exact feedback overhead is desirable. R16 eType II codebook design enable UE selecting number of non-zero coefficients. When comparing AI gain over traditional CSI feedback in terms of overhead, an accurate overhead calculation is needed. 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-8a (on hold) Payload size alignment-down-selection

Proposal 3.2.4: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the following two options are considered for further down-selection
· Option 1: Payload size is calculated based on the maximum rank.
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE.
· The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank

	Support/Can accept
	FUTUREWEI, CATT, OPPO, MEDIATEK

	Object/Concern
	Apple



	Company
	View

	FUTUREWEI
	We think Option 2 is better.

	CATT
	We slightly prefer Option1.

	Apple
	As suggested before, the accurate counting of traditional codebook overhead is required to justify AI gain. We propose to capture this:
Proposal 3.2.4: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the following two options are considered for further down-selection
· Option 1: Payload size is calculated based on the maximum rank.
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE.
· Alt 1: The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank
· Alt 2: The above-mentioned “CSI payload” is calculated as each CSI reported payload at the given rank


	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




3.2-4: Template for simulation results collection
Issue#3-9 (High priority) Template for CSI compression-baseline table
Moderator note: The template has been discussed in the last meeting, and some companies discussed the table in this meeting. Companies can provide your views on the following basic template, without considering training type 2/3, and without considering generalization.
Note that as the CSI payload sizes may hardly be exactly aligned over companies, it may be feasible to define a CSI payload range, e.g., 50bits-100bits as low payload, 150bits-200bits as medium payload, and 250-300bits as high payload.
Proposal 3.2.5: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression at least for ideal joint training (e.g., training Type 1) and without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the description and results for training Type 2 and/or Type 3 may need a separate table
· FFS the value or range of payload size X/Y/Z

Table X. Evaluation results for CSI compression of ideal joint training without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Benchmark
	
	

	Gain for SGCS, layer 1
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	Gain for SGCS, layer 2
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	…
	
	
	

	Gain for NMSE, layer 1
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	Gain for NMSE, layer 2
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	…
	
	
	

	Gain for Mean UPT
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	Gain for 5% UPT
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	…
	
	
	

	FFS others
	
	
	




	Company
	View

	FUTUREWEI
	We are ok with the template in general. However, as discussed in our contribution, as performance (gain) may be different depending on the scenarios/configurations, at least scenario/configuration/traffic model used in the evaluation should be added to the template.

	CATT
	General fine with this proposal.

	Lenovo
	We prefer to discuss them after training schemes are complete and we have better understanding the LCM stages.

	Vivo
	Support.

	Qualcomm
	What does “ideal” refer to in “ideal joint training”? Would it be sufficient to say “joint training”, i.e., to remove “ideal”?
Since input type and output type are already in the table, do we need separate fields for pre-processing and post-processing?
Suggest to change “CSI payload” to “CSI feedback overhead”.
Regarding “Gain for SGCS”, SGCS has not yet been adopted as an intermediate KPI for rank > 1 cases. Also, NMSE may be applicable only for some output CSI types. One suggestion is to make it more general like “Gain for intermediate KPI” along with a field to identify which intermediate KPI type the gain corresponds to.

	OPPO
	Support

	Xiaomi
	We support the principle of the proposal, for dataset description part, we think more details need to be provided. For example, the UE number per drops, the number of drops.
And we believe the gap between AI and ideal upper band would be beneficial for calibration, if the upper band as ideal CE is agreed. 

	MediaTek
	Support

	ZTE
	We think at least the simulation scenarios/configurations/traffic model should be added for clear understanding by other companies. In addition, for CSI payload X/Y/Z, it is hard to exactly express the different ParaCombinations of eType II for calibration.

	CAICT
	Fine with FL’s proposal.

	LG
	Support 

	
	

	
	

	
	




Issue#3-10 (on hold) Template for CSI compression-Table for training Type 2

Proposal 3.2.6: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression for training Type 2 and without generalization/scalability verification
· FFS whether to consider a single or multiple values for traffic types, RUs, Max rank values over companies
· FFS whether/how to provide UPT results
· FFS whether the results are gain over benchmark or absolute values

Table X. Evaluation results for CSI compression of training Type 2 without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	Case 1
	UE part AL/ML model backbone/structure
	
	

	
	NW part AL/ML model backbone/structure
	
	

	Case 2
	UE#1 part model backbone/structure
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	NW part AL/ML model backbone/structure
	
	

	Case 3
	UE part AL/ML model backbone/structure
	
	

	
	NW#1 part model backbone/structure
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	FFS other cases
	
	
	

	[Benchmark]
	
	

	Case 1: [Gain for] intermediate KPI
	Payload X
	
	

	
	Payload Y
	
	

	
	Payload Z
	
	

	Case 2: [Gain for] intermediate KPI
	Payload X, NW-UE#1
	
	

	
	…
	
	

	
	Payload X, NW-UE#M
	
	

	
	Payload Y …
	
	

	
	Payload Z …
	
	

	Case 3: [Gain for] intermediate KPI
	Payload X, NW#1-UE
	
	

	
	…
	
	

	
	Payload X, NW#N-UE
	
	

	
	Payload Y …
	
	

	
	Payload Z …
	
	

	FFS other cases
	
	
	

	FFS others
	
	
	



	Company
	View

	Lenovo
	We prefer to discuss them after training schemes are complete and we have better understanding the LCM stages.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-11 (on hold) Template for CSI compression-Table for training Type 3

Proposal 3.2.7: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression for training Type 3 and without generalization/scalability verification
· FFS whether to consider a single or multiple values for traffic types, RUs, Max rank values over companies
· FFS whether/how to provide UPT results
· FFS whether the results are gain over benchmark or absolute values

Table X. Evaluation results for CSI compression of training Type 3 without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	Case 1-NW first training
	NW part AL/ML model backbone/structure
	
	

	
	UE#1 part model backbone/structure
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	Case 1-UE first training
	NW#1 part model backbone/structure
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	UE part model backbone/structure
	
	

	Case 2 (UE-first training)
	NW part AL/ML model backbone/structure
	
	

	
	UE#1 part model backbone/structure
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	Case 3  (NW-first training)
	NW#1 part model backbone/structure
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	UE part AL/ML model backbone/structure
	
	

	FFS other cases
	
	
	

	[Benchmark]
	
	

	Case 1-NW first training: [Gain for] intermediate KPI
	Payload X, NW-UE#1
	
	

	
	…
	
	

	
	Payload X, NW-UE#M
	
	

	
	Payload Y …
	
	

	
	Payload Z …
	
	

	Case 1-UE first training: [Gain for] intermediate KPI
	Payload X, NW#1-UE
	
	

	
	…
	
	

	
	Payload X, NW#N-UE
	
	

	
	Payload Y …
	
	

	
	Payload Z …
	
	

	Case 2 (UE-first training): [Gain for] intermediate KPI
	Payload X, NW-UE#1
	
	

	
	…
	
	

	
	Payload X, NW-UE#M
	
	

	
	Payload Y …
	
	

	
	Payload Z …
	
	

	Case 3 (NW-first training): [Gain for] intermediate KPI
	Payload X, NW#1-UE
	
	

	
	…
	
	

	
	Payload X, NW#N-UE
	
	

	
	Payload Y …
	
	

	
	Payload Z …
	
	

	FFS other cases
	
	
	

	FFS others
	
	
	



	Company
	View

	Lenovo
	We prefer to discuss them after training schemes are complete and we have better understanding the LCM stages.

	Fujitsu
	Support.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-12 (on hold) Template for CSI compression-Table for Generalization/scalability

Proposal 3.2.8: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression with generalization/scalability verification
· FFS whether to consider a single or multiple values for traffic types, RUs, Max rank values over companies
· FFS whether/how to provide UPT results
· FFS whether the results are gain over benchmark or absolute values

Table X. Evaluation results for CSI compression of training Type Y with model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	[Benchmark]
	
	

	Generalization Case 1 (scenario/configuration, etc.)
	Train
	
	

	
	Test
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Gain for] SGCS, layer 1
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	[Gain for] SGCS, layer 2
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	…
	
	
	

	[Gain for] NMSE, layer 1
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	[Gain for] NMSE, layer 2
	CSI payload X
	
	

	
	CSI payload Y
	
	

	
	CSI payload Z
	
	

	…
	
	
	

	Generalization Case 2 (scenario/configuration, etc.)
	Train
	
	

	
	Test
	
	

	…
	
	
	

	Generalization Case 3 (scenario/configuration, etc.)
	Train
	
	

	
	Test
	
	

	…
	
	
	

	Fine-tuning case (optional)
	Train
	
	

	
	Fine-tune
	
	

	
	Test
	
	

	…
	
	
	

	FFS others
	
	
	




	Company
	View

	FUTUREWEI
	We are ok with the template in general, except we think “generalization mechanism applied” should be included (while fine-tuning may be considered as one example) in the template as discussed in our contribution.

	Lenovo
	We prefer to discuss them after training schemes are complete and we have better understanding the LCM stages.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



3.2-5 Format of ground-truth CSI samples
In the last meeting, it has been agreed to evaluate the performance of the ground-truth CSI for the CSI compression use case, while is still two FFS issues to be further determined.
Issue#3-13 Baseline format for performance comparison
Moderator note: In the last meeting, there is still a FFS on “FFS select one of the scalar quantization resolutions as baseline” for the scalar quantization. In this meeting, Huawei [3] discussed this FFS and raised to adopt Float32 as the baseline. Therefore, a proposal is raised in below for the baseline of performance comparison.
Proposal 3.2.9: For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, Float32 is adopted as the baseline/upper-bound of performance comparison.

	Support/Can accept
	FUTUREWEI, vivo, OPPO, Fujitsu, MediaTek, ETRI, Spreadtrum CAICT

	Object/Concern
	



	Company
	View

	FUTUREWEI
	We are ok with the proposal, Float32 can be considered as no quantization and to be used as the baseline.

	CATT
	We are not sure whether such a baseline is needed. Companies can report the quantization resolution that they used.

	vivo
	We are fine with the proposal. We also want to clarify that models trained on other format of ground-truth CSI (e.g., float16, or high resolution legacy codebook) should also be tested with CSI in float32 format.

	OPPO
	Fine with this proposal. But we are not clear it is for training stage and/or inference stage?

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-14 New parameters for R16 Type II-based high resolution quantization
Moderator note: In this meeting, Huawei [3], Ericsson [4], vivo [5], and Fujitsu [7] have discussed the specific values for R16 Type II-like codebook with new parameters to achieve high resolution ground-truth CSI, and provided some evaluation results accordingly. Based on the inputs of companies, the following proposal is then provided.
Proposal 3.2.10: For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, the following R16 Type II parameters are considered with new/larger values for to achieve higher resolution of the ground-truth CSI labels
· L, e.g., L=8, 10, etc. (Note: Max value of L=6 for R16 Type II)
· , e.g., , etc. (Note: Max value of  for R16 Type II)
· , e.g., , etc. (Note: Max value of  for R16 Type II)
· Reference amplitude, e.g., Reference amplitude = 8 bits. (Note: Reference amplitude = 4 bits for R16 Type II)
· Differential amplitude, e.g., Differential amplitude = 4 bits. (Note: Differential amplitude = 3 bits for R16 Type II)
· Phase, e.g., Phase = 6 bits. (Note: Phase = 4 bits for R16 Type II)

	Support/Can accept
	Fujitsu, MediaTek

	Object/Concern
	



	Company
	View

	Lenovo
	We believe for now different approaches should be evaluated and capture the scheme which finally will be used for transmission of the training data,

	OPPO
	In current stage, it seems not necessary to consider the specific value of parameters.

	Fujitsu
	We support this proposal in principle. Based on our evaluation results, not all of the parameters listed in the current proposal help increasing the resolution of quantization. So we suggest adding a note and an FFS:

Note: Not all of the parameter values need to be enlarged.

FFS: What parameters are more useful in increasing the resolution of the Rel-16 type II-based method.

	ETRI
	In our view, baseline format for the high resolution quantization is enough.

	LG
	Regarding amplitude, what is the step size? Is it the same value -3dB and -1.5dB? If we use the same step size, for example 8bit case, more than half of amplitude values can be very small, so it can be negligible. So, it is better to add FFS on amplitude.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



3.2-6: Generalization to the CSI compression use case
Issue#3-15 (High priority) Scalability evaluations- input dimensions
Moderator note: In the last meeting, the evaluation cases have been raised to elaborate the generalization Case 1/2/3 for scalability verification. Different from verifying generalization over scenarios, some additional solutions are needed to adapt to different dimensions.
In this meeting, more companies have brought up scalability with diverse solutions. The following proposal is then changed according to the comments of the last meeting and raised again.
Proposal 3.2.11: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input dimensions of CSI generation part (e.g., different bandwidths/frequency granularities, or different antenna ports), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.
· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.
· Note: For Case 2/3, the solutions to achieve the scalability between Xi and Xj, are reported by companies, including, e.g., pre-processing to angle-delay domain, padding, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning

	Support/Can accept
	FUTUREWEI, VIVO, Qualcomm (comment), OPPO, Fujitsu, Xiaomi, MediaTek, NTT DOCOMO, IITK, ETRI, Spreadtrum, ZTE, LG

	Object/Concern
	



	Company
	View

	CATT
	Since the proposal discusses configurations corresponding to different dimensions, we think this is about scalability of AI/ML model. More cases on AI/ML model scalability should be considered, e.g. the scalable AI/ML model provided in our contribution:
An AI/ML model is trained based on training dataset from a dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports). Then another AI/ML model is trained based on training dataset from a different dimension X2, with the main body of the AI/ML model trained for dimension X1 reused. Denote the AI/ML model trained for dimension X1 as branch 1, and the AI/ML model trained for dimension X2 as branch 2. Then branch 1 performs inference/test on a dataset from the dimension X1, and branch 2 performs inference/test on a dataset from the dimension X2.

	Lenovo
	We believe we can have another case as below. This is very similar to case3 with a slight modification at the end.
We agree with this option,
· Case 4: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…,Xn, X(n+1), X(n+2),… , X(n+k).

This way we let the model learn from the set of dimensions and also we are testing its generalizability.

	Qualcomm
	For the note, we prefer the wording “companies are encouraged to report…”.

	OPPO
	Fine with this proposal. And it is better to have some typical values of X1, X2 and Xn for evaluation.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Issue#3-16 (High priority) Scalability evaluations-output dimensions
Moderator note: Similar to the proposal to the scalability evaluation of input dimensions, the scalability evaluation to output dimensions of the CSI generation part are also brought up in below. 
In addition, as mentioned in Issue#3-2, an additional Note is added, to report the CSI payload is before or after quantization. E.g., even if the CSI payload after quantization is the same, the dimension of the floating vector before quantization/after dequantization may be different (e.g., due to different quantization resolutions), thus the scalability may be still needed.
Proposal 3.2.12: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different CSI payloads), what is your view to the following elaborations to Case 1/2/3?
· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed payload), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
· FFS Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
· Note: For Case 1/2/3, if the output corresponds to CSI payload, companies to report whether the CSI payload is before quantization or after quantization.
· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., payload truncation, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning

	Support/Can accept
	FUTUREWEI (with comments), Qualcomm (comment), OPPO, Fujitsu, Xiaomi, MediaTek, NTT DOCOMO,IITK, ETRI, Spreadtrum, ZTE, LG

	Object/Concern
	



	Company
	View

	FUTUREWEI
	If the goal is to be able to support various output dimensions, Case 2 (e.g., with adaptation layer or others) and Case 3 are all solution options to achieve scalability, thus, there is no need to separate them.

	CATT
	Similar as the view for Proposal 3-15, more scalability cases should be considered, e.g. the scalability scheme proposed in our contribution:
An AI/ML model is trained based on training dataset from an output dimension Y1 (e.g., a fixed payload). Then another AI/ML model is trained based on training dataset from a different output dimension Y2, with the main body of the AI/ML model trained for output dimension Y1 reused. Denote the AI/ML model trained for output dimension Y1 as branch 1, and the AI/ML model trained for output dimension Y2 as branch 2. Then branch 1 performs inference/test on a dataset from the output dimension Y1, and branch 2 performs inference/test on a dataset from the output dimension Y2.

	Lenovo
	We believe we can have another case as below. This is very similar to case3 with a slight modification at the end.
We agree with this option,
· Case 4: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn, Y(n+1), Y(n+2),… , Y(n+k).

This way we let the model learn from the set of dimensions and also we are testing its generalizability.

	Qualcomm
	For the second note, we prefer the wording “companies are encouraged to report…”.

	OPPO
	Fine with this proposal. We think that the output should considers the CSI payload after quantization.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Issue#3-17 (High priority) Scalability evaluations-number of CSI generation parts / CSI reconstruction parts
Moderator note: In the last meeting, the scalability cases have been discussed. From the comments of companies, it seems no need to down select the specific case, and companies can report what they assume in the evaluations.
Proposal 3.2.13: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 1: One CSI generation part with scalable input/output dimensions to N>1 separate CSI reconstruction parts each with fixed output/input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed input/output dimensions to one CSI reconstruction part with scalable output/input dimensions
· Case 3: A unified pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output/input dimensions

	Support/Can accept
	FUTUREWEI, CATT, Qualcomm (comment), OPPO, Fujitsu, XIAOMI (WITH COMMENTS), MEDIATEK, NTT DOCOMO, ETRI, Spreadtrum, ZTE

	Object/Concern
	



	Company
	View

	Lenovo
	We believe csae1/case2 are not actually generalization/scalability. There are a type of model adaptation. 
So we suggest:
For evaluating the model adaptation generalization/scalability over various configurations

Also we believe, for model adaptation the following case is also possible:
Case 4: M>1 separate CSI generation parts each with fixed input/output dimensions to N>1 separate CSI reconstruction parts each with fixed output/input dimensions.
And then mode switching, activation, …


	Qualcomm
	It may be better to merge these cases with the previous proposals on input and output dimension scalability.

	OPPO
	We prefer to study Case 3 in high priority, since it is the final objective for scalability. Case 1 and Case 2 should be in lower priority. 

	Xiaomi
	We think case 3 should be the baseline. 
For the input/output part, we think both the input and output of encoder could be scalability and suggest the following update:
Proposal 3.2.13: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 1: One CSI generation part with scalable input/ and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed output/input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed input/ and/or output dimensions to one CSI reconstruction part with scalable output/input dimensions
· Case 3: A unified pair of CSI generation part with scalable input/ and/or output dimensions and CSI reconstruction part with scalable output/input dimensions


	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




3.2-6: Evaluation on monitoring
Issue#3-18 Methodology of evaluation on monitoring 
Moderator note: In this meeting, vivo [5] and Qualcomm [27] raised the evaluation of the monitoring. As this is the first time to discuss this issue, and the methodology to model the monitoring environment is not clear yet to Moderator, an open question is raised in below.
Question 3.2.6: For the evaluation of the AI/ML based CSI compression, do you think it is needed to evaluate the monitoring methods? If so, how to construct the simulation cases?
· E.g., how to model the environment drift, whether to adopt additional metrics for monitoring

	Company
	View

	Lenovo
	Yes, we should evaluate different model monitoring schemes so we can take a look at the benefit and cost (overhead, complexity) associated to different schemes.

	vivo
	Evaluation of monitoring could be a very complicated work in RAN1. If we evaluate all the potential solutions, based on, e.g., intermediate SGCS, system performance, legacy CSI based monitoring, and data distribution/condition-based monitoring, it is not feasible to complete the evaluation work within Rel-18 SI. Therefore, we can select the simple solution based on inference accuracy (i.e., intermediate KPIs as monitoring metrics) and evaluate whether GCS and throughput can be directly used to reflect monitoring methods, how to model the environment drift, whether to adopt additional metrics for monitoring.

	OPPO
	It is necessary. Companies can provide different monitoring methods and their corresponding environment drift modeling scheme.

	MediaTek
	Agree with vivo. It may be not easy to model to evaluate the monitoring methods well.

	NTT DOCOMO
	It is beneficial to evaluate each monitoring methods in terms of latency aspects and accuracy by the simulation. However, it is also fine to assess them qualitatively.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



3.2-7: Others
Question 3.2.7: For the evaluation of the AI/ML based CSI compression sub use cases, what other aspects related with evaluations do you think is necessary to be discussed?

	Company
	View

	Lenovo
	As we have reported in our tdoc, different UE types have different performance which are not visible in the average performance that we report in the EVM. So, reporting of the results for each UE type might be useful.

Additionally, In evaluation of Multivendor scenarios, getting samples form the EVM is not accurate way of simulating the multivendor case. For example, QC has simulation results showing that train on one UE type among a set of UE types (different implementing) and test on other UE types resulted to performance degradation.
So, we should have discussion on how to model a multivendor case before relaying on the results.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



2nd round email discussions
Issue#3-1 (High priority) Type 2 training – N>1 NW to M>1 UEs
From the 1st round email discussion, it seems to be no strong comment, so Moderator made minor changes and we can continue the discussion at round 2. Changing Case 1/2 at subbullet to Case A/B is to avoid conflict with the Case 2/3/4 in the main text.
Proposal 3.3.1: For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), besides the evaluation of Case 2 (one NW part model and M>1 separate UE part models) and Case 3 (one UE part model and N>1 separate NW part models), N>1 NW part models to M>1 UE part models are additionally considered as an evaluation case (i.e., Case 4), and companies to report
· The training method/order, including the preference and details to achieve
· Case A1: Simultaneously train all N Network part models and M UE part models involving all vendors
· Case B2: Sequentially train Network part models and UE part models in a pairwise manner
· Others
· The generation of loss function, e.g., whether loss function is jointly generated over N>1 NW part models, or separately generated for N>1 NW part models.

	Company
	View

	Lenovo
	To us such joint training between different vendors seems unrealistic.
It is beneficial to study the need for such joint training and compare the performance/ complexity of joint training against other method like developing a model (as general as possible) and then perform model adaptation (e.g., fine tuning, model switching) for different cases.
Note that, if different inputs of different vendors are very different, joint model may not perform well and if they are similar having a single model and then fine tunning might be enough to get good results.


	vivo
	We are fine to both cases. In our understanding, the training method/order should regard to the performance, complicity, and deployment realization.

	OPPO
	We are fine. But it seems not clear how to perform simultaneous and sequential model training. Is should be clearly defined and reported by companies.

	MediaTek
	We are fine with these additional cases

	Moderator
	@ Lenovo I do agree with you that the feasibility is a part of the evaluation outcome. If companies can evaluate the infeasibility as the outcome, it could also provide the insights of the capability boundary of Type 2.
@ OPPO see the changes.

	ETRI
	We support

	FUTUREWEI
	Not sure about the last bullet, does it mean it’s FFS, or does it mean loss function has 2 options?

	CMCC
	We are fine to study the two cases, although the simulation work seems very challenging.

	CAICT
	Fine to further study these two cases.

	AT&T
	Support.

	Lenovo
	The last bullet is not clear to us.

	Xiaomi
	Fine to study the joint training, we think the dataset used in M UE and N NW should also be reported. We suggest to add one sub-bullet under “companies to report”: 
The dataset used at NW part models and UE part models, e.g., whether the same or different dataset(s) are used among N NW/M UE part models

	Samsung
	Support

	Qualcomm
	We are fine with the proposal but have a suggestion on the wording. For some of the models in Case B, the training on one side seems to be performed by keeping the model of the other side frozen. In this case, it should be considered Type 3 training (sequential). Based on this, the proposal should not refer to it as Type 2 training.

	
	



Issue#3-2 (High priority) Type 3 training - N>1 NW to M>1 UEs
Upd 2 Proposal 3.3.2: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model to and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether input CSI dataset for training UE part model is the same or a subset of the input CSI dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether target CSI dataset for training NW part model is the same or a subset of the input CSI dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
· FFS: whether/how to report overhead of dataset

	Support/Can accept
	Qualcomm (comment), Fujitsu, MediaTek, NTT DOCOMO, ZTE, vivo, CMCC, CAICT, AT&T, Xiaomi

	Object/Concern
	



	Company
	View

	CATT
	Support in principle.
For the last bullet, we think the overhead is unclear. Does it mean the signaling overhead on dataset transfer?

	Lenovo
	We are okay to add “Companies to report the dataset” to case1 but it should remain in case 2 and case 3 as well.

In addition, based on our understanding case1 is only with one UE side and one gNB side. The examples that FL presented are actually case2 and case3. Further clarification could be helpful.

	Qualcomm
	We agree with the proposal but have some wording suggestions. 
Regarding the new text “e.g., input CSI for UE part model is the same or a subset of the input CSI for NW part model”, the wording is confusing because input for NW part model is the compressed CSI feedback, which is different from the input for UE part model. Suggested change: “e.g., whether the dataset used to train the UE part model is the same as or a subset of the dataset used to train the NW part model. 
For Case 2 and 3, after adding the two new notes, there seems to be some overlap between Case 2 and Case 3. For N > 1 and M > 1 case, does it belong to Case 2 or Case 3?

	Xiaomi
	We think the note 1 and note 2 under case 1 is better to put under case 2 and case 3. 

	ZTE
	For Case 2 and Case 3, we are not clear which part of UEs are delivered with datasets from multi-vendors and which part of UEs are delivered with dataset from one vendor in simulation process, which needs further further clarification.

	Moderator
	@Lenovo @Xiaomi Take NW first training for example, there is no difference between the two figures from the perspective of evaluation result, right? We can simply evaluate with the right hand figure, i.e., 1 NW to 1 UE, but build different cases of differentiated model structure, dataset size, etc. Note this simulation is only to derive intermediate KPIs.
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@QC Case 2 is for UE first training, and Case 3 is for NW first training, so the entity to perform dataset mixing (and the mixed dataset) is different.
@ZTE please elaborate your question.

	vivo
	Three cases should be considered for performance evaluation at the SI stage.

	ETRI
	We support in general. For clarifying purpose, we would like to modify the sentence of Case 1 as:
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model.

And for the note under Case 2 (UE first case), we would like to modify as:
Note: Case 2 can be also applied to the N>1 UE part models to M>1 NW part models.

	Lenovo
	@FL thanks for your elaboration. 
Point1
To us case1, is like a baseline on the performance when we can train 1 UE and 1 gNB per UE. Then in Case2 and Case3, we will evaluate if we experience any loss by having one UE and multiple gNBs or reverse side. So we are not sure about the notes below cae1.

Point2
Also we prefer to keep the Dataset description after case2 and case2. 
As we want to modle multivendor case, it is needed to see how the datasets are used between differs UE side (in multiple UEs) or multiple gNB sides (in multiple gNBs). So we suggest to keep the following for case2 and case3
· Case2
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case3
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models

	Samsung
	Support

	Moderator
	@ETRI In all the multi-vendor cases, we use ”M” to represent number of UE part models and “N” to represent NW part models. See Note 1 and Note 2. Any reason to change?
@Lenovo Point2 added. For Point1, it is baseline compared to Case 2/3 where additional potential performance loss may be suffered, e.g., due to the dataset mix from multiple vendors of the other side. For Case 1, the note means you can evaluate the 1 NW to M>1 UE case under NW first training, where different UEs use different AI structures. E.g.,
Case 1: 1 NW to M=3 UEs, including: NW#1 with backbone#1 structure#A, to UE#1 with backbone#1 with structure#A, and UE#2 with backbone#1 with structure#B, and UE#3 with backbone#2 with structure#C.

	
	

	
	

	
	

	
	



Issue#3-3 (High priority) Type 3 training – dataset for sharing
Moderator note: changes are made. Please continue your inputs in the 2nd round.
Upd Proposal 3.3.3: For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input (original CSI) and output (CSI feedback) of the Network side CSI generation part, or includes the output (CSI feedback) of the Network side CSI generation part only, or other information.
· Quantization behavior, e.g., whether the shared output (CSI feedback) of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input (CSI feedback) and label (original CSI) of the UE side CSI reconstruction part, or includes the input (CSI feedback) of the UE side CSI reconstruction part only, or other information.
· Quantization behavior, e.g., whether the shared input (CSI feedback) of the UE side CSI reconstruction part is before or after quantization.

	Support/Can accept
	Fujitsu, MediaTek, NTT DOCOMO, vivo, ETRI, FUTUREWEI, CMCC, CAICT, AT&T, Qualcomm (comments)

	Object/Concern
	



	Company
	View

	CATT
	Regarding “Dataset construction”, for NW-first training, from the perspective of evaluation, the pairs of original CSI and CSI feedback are always needed for model training at UE side. Whether the set of information includes the input (original CSI) and output (CSI feedback) of the Network side CSI generation part, or includes the output (CSI feedback) of the Network side CSI generation part is only related with spec impact, which can be discussed in 9.2.2.2. Similar issue is also for UE-first training. Thus, we think the sub-bullet for “Dataset construction” of NW-first training and UE-first training is not needed.

	Lenovo
	We are okay with this proposal in principle.

Just maybe the quantization part maybe transparent as it is inside the AI/ML model and can be considered proprietary to each company. We are though okay with the point on “companies are encouraged to report”

	Fujitsu
	We suggest modifying the wording as follows.

· For NW-first training
· Dataset construction, e.g., the set of information includes the input (original CSI) and output (CSI feedback) of the Network side CSI generation part, or includes the output (CSI feedback) of the Network side CSI generation part only, or other information.
· Quantization behavior, e.g., whether the shared output (CSI feedback) of the Network side CSI generation part is before or after quantization.  If quantization is used, companies to report the quantization parameters/values.
· For UE-first training
· Dataset construction, the set of information includes the input (CSI feedback) and label (original CSI) of the UE side CSI reconstruction part, or includes the input (CSI feedback) of the UE side CSI reconstruction part only, or other information.
· Quantization behavior, e.g., whether the shared input (CSI feedback) of the UE side CSI reconstruction part is before or after quantization.  If quantization is used, companies to report the quantization parameters/values.


	ETRI
	Since this proposal is about the sequential training of Type 3, we would like to suggest to change the proposal sentence as:

For the evaluation of an example of Type 3, for sequential trainings, (Separate training at NW side and UE side), companies to report the set of information (e.g., dataset) shared in Step 2, …

	Moderator
	@ Lenovo it is related with the shared dataset: if the shared dataset is before quantization, it is floating vectors; otherwise it is bit sequences. It is not implementation of a single side.
@CATT But different dataset may lead to different performances, so we may evaluate/understand the performance (whether the solution is feasible, and its performance loss) here as the input to the discussions at 9.2.2.2.
@Fujitsu This issue is only discussing the dataset related issue. The quantization parameter/resolution is discussed at Issue#3-6.

	vivo
	Whether shared output or input is before or after quantization is dependent on the quantization non-aware training or the quantization aware training. In addition, if the shared output or input is before quantization, the overhead for feedback could be much larger.

	FUTUREWEI
	We are ok with the proposal.

	CMCC
	We are OK in principle.
But for the sub-bullet of UE-first training, now that the dataset includes the input (CSI feedback) and label (original CSI) of the UE side CSI reconstruction part, could we also see it as the input (original CSI) and output (CSI feedback) of the UE side CSI generation part?

	Lenovo 
	Looks good to us, Thanks

	Xiaomi
	We are generally fine with this proposal, but we are not clear with the “or other information” in the sub-bullet of dataset construction, what’s the other dataset?
Beside the dataset construction and Quantization behavior, limited AI model information e.g., AI model backbone may also be shared in Step 2. We suggest companies also report whether the limited AI model information is shared in Step 2 in both NW-first training and UE first training.

	Samsung
	Generally, Ok with this proposal. But if other companies are OK with it, we suggest to use only the three terms to describe the components of dataset: “original CSI”, “CSI feedback” and “reconstructed CSI” to make the proposal clearer. 
Proposal 3.3.3: For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input (original CSI) and output (CSI feedback) of the Network side CSI generation part, or includes the output (CSI feedback) of the Network side CSI generation part only, or other information.
· Quantization behavior, e.g., whether the shared output (CSI feedback) of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, the set of information includes the input (CSI feedback) and label (original CSI) of the UE side CSI reconstruction part, or includes the input (CSI feedback) of the UE side CSI reconstruction part only, or other information.
· Quantization behavior, e.g., whether the shared input (CSI feedback) of the UE side CSI reconstruction part is before or after quantization.

 

	Qualcomm
	For UE-first training also, to be consistent, “e.g.” should be added before “the set of information includes …”. 
Also, we prefer to replace “input (original CSI)” with “nominal input (target CSI)”, and to replace “label (original CSI)” with “label (target CSI)”.

	Moderator
	@CMCC Yes, the same thing.
@SS There are different terms to one thing, I think it is beneficial to make it clear to avoid mis-interpretation.
@QC the nominal CSI/target CSI is under discussion at 9.2.2.2. Let’s try to use the evaluation related terms to avoid further confusions. That is just for simulation purpose and not related with the proprietary.

	
	

	
	



Issue#3-4 Type 3 training – parallel training
Moderator note: Limited inputs collected from the 1st round. Please continues the inputs at 2nd round! Refer to Sec. 3.2 for background.
	
Question 3.3.1: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), do you think it is needed to further discuss an additional training order of parallel training, except for the sequential training orders of NW-first training and UE-first training as already concluded? 
· If so, please elaborate the details on how to achieve it, including, e.g., how to generate the common dataset, how to generate the common reference model, etc.

	Company
	View

	CATT
	Yes.
For evaluation, the common dataset can be generated by a joint training model, with the following steps considered:
Step 1: A joint training model with CSI generation part + CSI reconstruction part is trained. 
Step 2: The set of information includes input and label of the UE side CSI generation part is generated by the joint trained CSI generation part in step 1, and the set of information includes input and label of the NW side CSI reconstruction part is generated by the joint trained CSI reconstruction part in step 1, where the same dataset for CSI feedback is used for the output of CSI generation part and input of CSI reconstruction part. 
Step 3: The UE side trains UE side CSI generation part with the set of information includes input and output of the CSI generation part generated in step 2 and the NW side trains NW side CSI reconstruction part with the set of information includes input and output of the CSI reconstruction part generated in step 2.
Specifically, for Step 2, only the set of information includes input and output of the joint trained CSI generation part in step 1 is generated. Then for Step 3, both UE side CSI generation part and NW side CSI reconstruction part are trained based on the set of information, with the input and output of the joint trained CSI generation part used as the input and label of the UE side CSI generation part, and as the label and input of the NW side CSI reconstruction part, respectively.

	Lenovo
	We are still not sure about the way that the parallel training operate. 
If companies can elaborate more on that we are okay to include this case as well.

	Fujitsu
	We are open to the discussion of parallel training. However, it is not clear to us the relationship between the sequential training and parallel training.

	MediaTek
	No, we don’t need to further discuss an additional training order of parallel training.

	NTT DOCOMO
	We are fine with either categorization, as long as companies have the common understanding. If the training is a sequential training, the separate training (type 3 training) seems more appropriate. 

	ETRI
	In our view, further discussions on the parallel training are needed as it is another option of the two-sided AI/ML model training for the CSI compression sub-use case.

There can be several methods to achieve the parallel training as:
· Reference model sharing
· Reference dataset sharing
· Structured latent variables.

For the parallel training based on the structured latent variables, different entities (e.g. UE and gNB-sides) can independently define and train their AI/ML model to map the input CSI (e.g., channel) to latent variables having specialized structure (e.g., scaled isometry property) and to recover from the structured latent variable variables to the output CSI. Note that for the parallel training with the structured latent variables, different entities not necessarily share the common dataset of {Channel, Target CSI}, since the structure of the Target CSI is agreed in common. Instead, different entities can independently train using their own dataset (Channel). For the inference, additional alignment between gNB and UE can be optionally done using the common dataset of {Channel, Target CSI}, but the size of the common dataset can be very small compared to the training purpose. We have provided the details on the parallel training using the structured latent variables in Section 2.1.1 of our contribution [R1-2212542].

	vivo
	We think it is not necessary due to some additional complicity incurred in the training procedure.

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Issue#3-5 Type 3 training – other training methods
Moderator note: Limited inputs collected from the 1st round. Please continues the inputs at 2nd round! Refer to Sec. 3.2 for background.
Question 3.3.2: For the evaluation of training types, which of Type 2 and Type 3 should it belong to, if one side is trained first, and the second side is trained afterwards, with forward propagation and backward propagation (e.g., gradients) exchanged across the two sides?

	Company
	View

	CATT
	We think this type of training can be seen as a special case for Type 2.

	Lenovo
	We believe all schemes should be open for investigation. It might be not needed to add different case for now

	MediaTek
	If UE is first trained, the method exactly works as Type 3 UE-first separate training where UE just passes the output of CSI generation part to NW, and NW updated parameters in an individual PB loop
If NW is first trained, the FP and BP loop includes both UE and NW; It belongs to Type 2 in this case.

	ETRI`
	In our view, the training with forward and backward propagation across the two entities is reside in Type 2 training.

	vivo
	No! We don’t see the benefits obtained from such a training type.

	CMCC
	We tend to agree with MTK and ETRI. The key is whether the FP and BP exchanging happened across the two entities. If the exchange happened, it should be Type 2.

	Samsung
	Agree with other companies. It is Type 2. 

	Qualcomm
	The agreement wording says: “Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation”. If one side is trained first and the second side is trained afterwards, then it implies they are not trained in the same loop, so it is not joint training. Therefore, it should be considered Type 3 training.

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-6 (High priority) Quantization/dequantization aware/non-aware training
Moderator note: Changes are made according to comment from the 1st round. Please continues the inputs at 2nd round!
Proposal 3.3.4: For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· A fixed/pre-configured scalar/vector quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured scalar/vector quantization codebook, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: A fixed/pre-configured scalar/vector quantization codebook is applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured scalar/vector quantization codebook, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The scalar/vector quantization codebook is updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the scalar/vector quantization codebook during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.

	Support/Can accept
	FUTUREWEI (with comments), CATT, OPPO, MediaTek,NTT DOCOMO, ETRI, vivo, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	



	Company
	View

	Moderator
	Companies are welcome to share your view on Case 2-1: whether it belongs to quantization aware training or quantization non-aware training

	FUTUREWEI
	In general, we can leave the options open, companies may use either quantization-aware of quantization non aware training at this stage. Quantization aware training optimizes the quantizer together with the main AI/ML model, however, the quantizer (or quantization codebook) needs to be updated every time when model updates happen. Quantization non-aware training may have the benefit of updating the AI/ML model and the quantizer (or quantization codebook) separately. In some cases, when distribution of the output from CSI generation part changes, only quantization codebook needs to be updated while AI/ML model may not need to be updated.
It is not clear what the major difference is between Case 2-1 and Case 1.

	CATT
	We think Case 2-1 belongs to quantization aware training.

	Lenovo
	We are okay with the proposal with the following addition
· Other cases are not precluded.


	OPPO
	We think that Case 2-1 belongs to quantization aware training.

	MediaTek
	We believe it would be beneficial that companies report results of any finetuning (if applied after deploying quantization).  

	Moderator
	@Futurewei: during the training phase, Case 1 does not use quantizer, while Case 2 uses a fixed/pre-configured quantizer (which is not changed during the training of the AI model).

	vivo
	Basically, we are fine with the proposal. However, we believe that Case 1 may incur a large overhead due to the non-quantization data for feedback.

	FUTUREWEI
	Appreciate FL’s clarification. We are ok with the proposal even though we think applying quantization in inference phase only is not very practical.

	CMCC
	We think Case 2-1 should belong to quantization aware training.

	Lenovo
	@FL thanks for the change, we are okay with it

	
	

	
	

	
	

	
	




Issue#3-7 AI/ML model settings for rank>1
Moderator note: Changes are made according to comment from the 1st round. Please continues the inputs at 2nd round!
Proposal 3.3.5: For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 2 (rank common): A unified AI/ML model is trained and applied for various adaptive ranks to perform inference. 
· FFS: input/output type
· Option 3 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is layer specific and rank common (For a specific layer, the same model is applied for all rank values), or layer specific and rank specific (For a specific layer, different models are applied for different rank values)
· Option 4 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is layer common and rank common (A unified AI/ML model is applied for each layer to perform individual inference), or layer common and rank specific (For a specific layer, different models are applied for different rank values)
· Other options not precluded.

	Support/Can accept
	FUTUREWEI, OPPO, Fujitsu, MediaTek,NTT DOCOMO, ETRI, Spreadtrum, ZTE, vivo, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	



	Company
	View

	Moderator
	Companies are welcome to share your view on the FFS parts: input/output type for each option, and the reported complexity and storage for Option 1/3.

	FUTUREWEI
	Companies my choose whether rank/layer specific or rank/layer common approach is used. There is no need to specify /mandate how rank > 1 should be handled in the modeling phase.

	CATT
	There is no common understanding on what does layer specific/layer common/rank specific/rank common mean among companies. We think we should clarify on whether the classification is made from the perspective of either or both of model training and model inference first. If the classification is made from the perspective of model training, if the model for a layer is trained based on the data from all layers, it is a layer common model; otherwise, if the model for each layer is trained based on the data for the corresponding layer of all ranks, it is layer specific model. If the classification is made from the perspective of model inference, if at least two different models are used for the layers of a rank, it is a layer specific model; otherwise, if the same model is used for the layers of a given rank, it is a layer common model.

	Lenovo
	Support, however in Option 2, what is the meaning of “for adaptive ranks”?


	vivo
	We prefer to Option 4. This is because many companies have already reported the benefits if taking option 4 for rank >=1.

	OPPO
	Prefer option 4. What is the advantage of using option 2?

	NTT DOCOMO
	The sub-bullet of Option4 is confusing and should be updated as follows.
· Companies to report whether the setting is layer common and rank common (A unified AI/ML model is applied for each layer to perform individual inference), or layer common and rank specific (For a specific layer, different models are applied for different rank values)
In Option4, we think one common model is used for all layers, where the one common model may or may not depend on rank values.

	Moderator
	@ CATT it is inference perspective.
Option 4 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference
@ NTT DOCOMO please refer to Tdoc R1-2210885 and R1-2208728 for details.

	CMCC
	Support this proposal ant the input/output type as well as the complexity and storage can also be reported by companies to give us a clean insight on these options.

	
	

	
	

	
	

	
	

	
	



Issue#3-8/3-8a Payload size alignment
Moderator note: In the 1st round discussion, most companies prefer the max rank applies for both AI and legacy Type II. But as Apple did not provide inputs, let’s still keep the question here. The proposal on hold in the 1st round is also raised then.
Question 3.3.3: For the CSI payload size calculation for CSI compression, whether the Maximum overhead in the following agreement applies to only AI/ML, or both AI/ML and legacy Type II codebook?

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.




	AI/ML only
	Apple

	Both AI/ML and legacy Type II codebook
	FUTUREWEI, CATT, vivo, Qualcomm, OPPO, Xiaomi, MediaTek,NTT DOCOMO, Spreadtrum, ZTE, CMCC, CAICT, AT&T




	Company
	View

	CATT
	We think the same CSI payload calculation scheme shall be applies to AI/ML based CSI feedback and legacy Type II codebook based CSI feedback. 

	Qualcomm
	In our understanding, the entire table that was agreed in RAN1#109-e, from which the above snippet has been copied, is applicable to the evaluation in general, i.e., to both the baseline schemes and the AI/ML schemes.  
Moreover, one reason to use maximum overhead is that when the gNB allocates resources on the uplink for the CSI feedback, it is not aware of the actual payload size. In our understanding, this proposal is about the resource overhead, and not about the actual payload size. For clarity and consistency with the past agreement, we suggest rewording the proposal to say “For the CSI feedback overhead calculation…” instead of the current wording “For the CSI payload size calculation…”.

	ZTE
	Option 1 worked well in legacy CSI evaluation for maximum payload size based on maximum rank with a given configured parameter combination, which is easy for companies to confirm the feedback overhead for both AI/ML and legacy Type II codebook.

	Apple
	For legacy codebook, accurate calculation of exact feedback overhead is desirable. R16 eType II codebook design enable UE selecting number of non-zero coefficients. When comparing AI gain over traditional CSI feedback in terms of overhead, an accurate overhead calculation is needed. Otherwise, we are comparing AI overhead to worst case of traditional codebook overhead. 
We propose to capture this:
Proposal 3.2.4: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the following two options are considered for further down-selection
· Option 1: Payload size is calculated based on the maximum rank.
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE.
· Alt 1: The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank
· Alt 2: The above-mentioned “CSI payload” is calculated as each CSI reported payload at the given rank

If AI based methods allows UE to update the UCI size, similar approach can be used as well for fair comparison. If Ai based methods always use the max size, then based on max per rank is the same as accurate payload. 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Proposal 3.3.6: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the following two options are considered for further down-selection
· Option 1: Payload size is calculated based on the maximum rank.
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE.
· The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank

	Support/Can accept
	FUTUREWEI, CATT, OPPO, MEDIATEK, CAICT, AT&T, Samsung

	Object/Concern
	



	Company
	View

	FUTUREWEI
	We think Option 2 is better.

	CATT
	We slightly prefer Option1.

	Moderator
	Please also share your view on:
- Prefer/can live with Option 1
- Prefer/can live with Option 2.

	FUTUREWEI
	We are ok with the proposed 2 options, but we prefer Option 2.

	CAICT
	Option 2 is preferred. 

	Lenovo
	Option 2 is preferred.

	Samsung
	Option 2 is preferred 

	Qualcomm
	We prefer Option 2. 
One question for clarification – does the item about “above-mentioned CSI payload” apply only to Option 2, or to both options? If it is only for Option 2, then in Option 1, it would be more clear to say “calculated based on the max allowed bits at the maximum rank”.
Also, “For the CSI payload size calculation…” can be changed to “For the CSI feedback overhead calculation…” to be consistent with the agreed EVM table wording.

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-9 (High priority) Template for CSI compression-baseline table
Moderator note: Changes are made according to comments in offline.
Upd Proposal 3.3.7: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression at least for joint training between 1 NW part model and 1 UE part model and without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the description and results for training Type 2 and/or Type 3 may need a separate table
· FFS the value or range of payload size X/Y/Z

Table X. Evaluation results for CSI compression of joint training between 1 NW part model and 1 UE part model without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Benchmark
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	FFS others
	
	
	




	Company
	View

	FUTUREWEI
	We are ok with the template in general. However, as discussed in our contribution, as performance (gain) may be different depending on the scenarios/configurations, at least scenario/configuration/traffic model used in the evaluation should be added to the template.

	CATT
	General fine with this proposal.

	Lenovo
	We prefer to discuss them after training schemes are complete and we have better understanding the LCM stages.

	vivo
	Support.

	Qualcomm
	What does “ideal” refer to in “ideal joint training”? Would it be sufficient to say “joint training”, i.e., to remove “ideal”?
Since input type and output type are already in the table, do we need separate fields for pre-processing and post-processing?
Suggest to change “CSI payload” to “CSI feedback overhead”.
Regarding “Gain for SGCS”, SGCS has not yet been adopted as an intermediate KPI for rank > 1 cases. Also, NMSE may be applicable only for some output CSI types. One suggestion is to make it more general like “Gain for intermediate KPI” along with a field to identify which intermediate KPI type the gain corresponds to.

	OPPO
	Support

	Xiaomi
	We support the principle of the proposal, for dataset description part, we think more details need to be provided. For example, the UE number per drops, the number of drops.
And we believe the gap between AI and ideal upper band would be beneficial for calibration, if the upper band as ideal CE is agreed. 

	MediaTek
	Support

	ZTE
	We think at least the simulation scenarios/configurations/traffic model should be added for clear understanding by other companies. In addition, for CSI payload X/Y/Z, it is hard to exactly express the different ParaCombinations of eType II for calibration.

	Moderator
	@ZTE scenarios/configurations follow the baseline of the EVM table, i.e., the default parameter assumptions without generalization.
For traffic model, it is included in the title of the table
Table X. Evaluation results for CSI compression of joint training (i.e. lossless from to training collaboration, e.g. trained at single entity) without model generalization/scalability, [traffic type], [Max rank value], [RU]

	FUTUREWEI
	We are ok with the attributes in the template; however, we don’t agree on the text of “(i.e. lossless from to training collaboration, e.g. trained at single entity)”. We think the wording of “trained at single entity” is clear enough and the text of “i.e. lossless from to training collaboration, e.g.” should be removed. There is always some performance loss even for collaboration Type 1, thus, we should refrain from using lossless wording. 

	CMCC
	Support.

	CAICT
	Support

	AT&T
	Support

	Lenovo
	We want to add this item to the list:
Intermediate KPI-1 for the baseline scheme
Intermediate KPI-2 for the baseline scheme
We understand that the numbers could be different, and we are not gaining to try to align them, but it is still good to see the numbers reported by different companies.

Also if we agree on proposal 2.3.2, we may want to add:
Intermediate KPI-1 for the upper bound (optional)
Intermediate KPI-2 for the upper bound (optional)

	Samsung
	OK. If companies agree “CSI feedback payload Z” can be replaced by “Rel-16 CSI param_combination x” to be more direct. Anyways, the “CSI feedback payload” is determined on the basis of the various payload sizes of the baseline Rel-6 CSI. 

	Qualcomm
	We propose the following rewording for clarity -– 
instead of: 
“joint training (i.e. lossless from to training collaboration, e.g. trained at single entity) without model generalization/scalability”
please change to the following version:
“joint training between one UE-part model and one NW-part model without model generalization/scalability”
Also, “CSI feedback overhead” may be more clear and aligned with the agreed EVM table wording as compared to “CSI feedback payload”.

	Moderator
	@Lenovo Intermediate KPI for baseline added. The upper bound part is tangled with an ongoing discussion (Issue#2-3), and it can be discussed after that issue is concluded.
@QC “joint training” changed. “overhead” here we are discussing the results for a specific CSI payload size (rather than comparing overhead reduction), so I guess “payload” is more accurate?

	
	



Issue#3-13 (High priority) Baseline format for performance comparison
Moderator note: Please continues the inputs at 2nd round!
Proposal 3.3.8: For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, Float32 is adopted as the baseline/upper-bound of performance comparison.

	Support/Can accept
	FUTUREWEI, vivo, OPPO, Fujitsu, MediaTek, ETRI, Spreadtrum, CMCC, CAICT, Xiaomi, Samsung

	Object/Concern
	



	Company
	View

	FUTUREWEI
	We are ok with the proposal, Float32 can be considered as no quantization and to be used as the baseline.

	CATT
	We are not sure whether such a baseline is needed. Companies can report the quantization resolution that they used.

	vivo
	We are fine with the proposal. We also want to clarify that models trained on other format of ground-truth CSI (e.g., float16, or high resolution legacy codebook) should also be tested with CSI in float32 format.

	OPPO
	Fine with this proposal. But we are not clear it is for training stage and/or inference stage?

	Moderator
	@CATT the baseline is taken as an upper bound for performance comparison, so that you know how much loss you suffer with some specific high resolution CSI report compared to the highest/ideal resolution.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-14 (High priority) New parameters for R16 Type II-based high resolution quantization
Moderator note: Changes are made according to the 1st round comments. Please continues the inputs at 2nd round!
Proposal 3.3.9: For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, companies to report the following R16 Type II parameters are considered with new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g.,
· L, e.g., L=8, 10, etc. (Note: Max value of L=6 for R16 Type II)
· , e.g., , etc. (Note: Max value of  for R16 Type II)
· , e.g., , etc. (Note: Max value of  for R16 Type II)
· Reference amplitude, e.g., Reference amplitude = 8 bits. (Note: Reference amplitude = 4 bits for R16 Type II)
· Differential amplitude, e.g., Differential amplitude = 4 bits. (Note: Differential amplitude = 3 bits for R16 Type II)
· Phase, e.g., Phase = 6 bits. (Note: Phase = 4 bits for R16 Type II)

	Support/Can accept
	Fujitsu, MediaTek, vivo, CMCC, CAICT, Xiaomi, Samsung

	Object/Concern
	Qualcomm



	Company
	View

	Lenovo
	We believe for now different approaches should be evaluated and capture the scheme which finally will be used for transmission of the training data,

	OPPO
	In current stage, it seems not necessary to consider the specific value of parameters.

	Fujitsu
	We support this proposal in principle. Based on our evaluation results, not all of the parameters listed in the current proposal help increasing the resolution of quantization. So we suggest adding a note and an FFS:

Note: Not all of the parameter values need to be enlarged.

FFS: What parameters are more useful in increasing the resolution of the Rel-16 type II-based method.

	ETRI
	In our view, baseline format for the high resolution quantization is enough.

	Moderator
	@OPPO @Fujitsu: changed to “companies to report” to be more inclusive

	CMCC
	We are OK to study the R16 Type II based method and the detailed parameters can be reported by companies.

	Qualcomm
	The proposal is about a very specific approach. Different approaches should be evaluated and compared before down-selecting.

	Apple
	We prefer other simple quantization, such as 16 bit, 8bits. In our evaluation, 8 bits works well. 
If we define high resolution e-type II, it means additional implementation effort at the UE side to calculate a new codebook just for data collection.  

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-15 (High priority) Scalability evaluations- input dimensions
Moderator note: Changes are made according to comments from companies. Please continues the inputs at 2nd round!
Proposal 3.3.10: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input dimensions of CSI generation part (e.g., different bandwidths/frequency granularities, or different antenna ports), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.
· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.
· Note: For Case 2/3, the solutions to achieve the scalability between Xi and Xj, are reported by companies, including, e.g., pre-processing to angle-delay domain, padding, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases

	Support/Can accept
	FUTUREWEI, VIVO, Qualcomm (comment), OPPO, Fujitsu, Xiaomi, MediaTek, NTT DOCOMO, IITK, ETRI, Spreadtrum, ZTE, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	



	Company
	View

	CATT
	Since the proposal discusses configurations corresponding to different dimensions, we think this is about scalability of AI/ML model. More cases on AI/ML model scalability should be considered, e.g. the scalable AI/ML model provided in our contribution:
An AI/ML model is trained based on training dataset from a dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports). Then another AI/ML model is trained based on training dataset from a different dimension X2, with the main body of the AI/ML model trained for dimension X1 reused. Denote the AI/ML model trained for dimension X1 as branch 1, and the AI/ML model trained for dimension X2 as branch 2. Then branch 1 performs inference/test on a dataset from the dimension X1, and branch 2 performs inference/test on a dataset from the dimension X2.

	Lenovo
	We believe we can have another case as below. This is very similar to case3 with a slight modification at the end.
We agree with this option,
· Case 4: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…,Xn, X(n+1), X(n+2),… , X(n+k).

This way we let the model learn from the set of dimensions and also we are testing its generalizability.

	Qualcomm
	For the note, we prefer the wording “companies are encouraged to report…”.

	OPPO
	Fine with this proposal. And it is better to have some typical values of X1, X2 and Xn for evaluation.

	Moderator
	@CATT that is a part of the “companies to report part”, right? I believe you adopted the adaptation layer, which one specific solution of the examples in the note part.
@QC In Moderator’s understanding, companies should report whether/what solution is used to achieve the scalability, since it cannot be simply be achieved by using only dataset mixing. If there not any clue on what we have used to achieve the scalability, then the results may not be so convincing.
@OPPO Up to now there is no simulation results revealing the impact of the specific payload size value on the generalization/scalability. So companies can freely choose the payload size values for evaluation.
@Lenovo what is the difference of Case 4 with Case 2? They both apply to an unseen dataset for inference. In Moderator’s understanding, they are more or less with the same effect. But anyway a FFS for additional cases is added.

	Lenovo
	@FL: Case 4, let the model to observe more settings to be able to do the generalization while case2 only can see one setting only.
So case4 is more feasible than case 2, so we suggest to have 
· Case 4: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…,Xn, X(n+1), X(n+2),… , X(n+k).


	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Issue#3-16 (High priority) Scalability evaluations-output dimensions
Moderator note: Changes are made according to comments from companies. Please continues the inputs at 2nd round!
Proposal 3.3.11: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different CSI payloads), what is your view to the following elaborations to Case 1/2/3?
· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed payload), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
· FFS Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
· Note: For Case 1/2/3, if the output corresponds to CSI payload, companies to report whether the CSI payload is before quantization or after quantization.
· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., payload truncation, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases


	Support/Can accept
	FUTUREWEI (with comments), Qualcomm (comment), OPPO, Fujitsu, Xiaomi, MediaTek, NTT DOCOMO, IITK, ETRI, Spreadtrum, ZTE, vivo, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	



	Company
	View

	FUTUREWEI
	If the goal is to be able to support various output dimensions, Case 2 (e.g., with adaptation layer or others) and Case 3 are all solution options to achieve scalability, thus, there is no need to separate them.

	CATT
	Similar as the view for Proposal 3-15, more scalability cases should be considered, e.g. the scalability scheme proposed in our contribution:
An AI/ML model is trained based on training dataset from an output dimension Y1 (e.g., a fixed payload). Then another AI/ML model is trained based on training dataset from a different output dimension Y2, with the main body of the AI/ML model trained for output dimension Y1 reused. Denote the AI/ML model trained for output dimension Y1 as branch 1, and the AI/ML model trained for output dimension Y2 as branch 2. Then branch 1 performs inference/test on a dataset from the output dimension Y1, and branch 2 performs inference/test on a dataset from the output dimension Y2.

	Lenovo
	We believe we can have another case as below. This is very similar to case3 with a slight modification at the end.
We agree with this option,
· Case 4: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn, Y(n+1), Y(n+2),… , Y(n+k).

This way we let the model learn from the set of dimensions and also we are testing its generalizability.

	Qualcomm
	For the second note, we prefer the wording “companies are encouraged to report…”.

	OPPO
	Fine with this proposal. We think that the output should considers the CSI payload after quantization.

	Moderator
	@Futurewei The difference between Case 2 and Case 3 is that, Case 2 does not include the dataset distribution of Y2 in training; while Case 3 is a dataset mix case.
@CATT @QC @Lenovo @OPPO see the replies in Issue#3-15

	FUTUREWEI
	Appreciate FL’s clarification. We understand the difference. Our original comment was from the angle that Case 2 is usually attempted first, if it cannot generalize/scale then Case 3 may be applied. Both cases are trying to improve generalization/scalability capability or performance. We are ok to list them separately. 

	Lenovo
	Similar comment as the previous proposal.
We agree with this option,
· Case 4: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn, Y(n+1), Y(n+2),… , Y(n+k).


	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Issue#3-17 (High priority) Scalability evaluations-number of CSI generation parts / CSI reconstruction parts
Moderator note: Changes are made according to comments from companies. Please continues the inputs at 2nd round!
Upd Proposal 3.3.12: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 0: One CSI generation part with fixed input and output dimensions to 1 CSI reconstruction part with fixed input and output dimensions.
· Case 1: One CSI generation part with scalable input and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed output and/or input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed input and/or output dimensions to one CSI reconstruction part with scalable output and/or input dimensions
· Case 3: A unified pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions

	Support/Can accept
	FUTUREWEI, CATT, Qualcomm (comment), OPPO, Fujitsu, XIAOMI (WITH COMMENTS), MEDIATEK, NTT DOCOMO, ETRI, Spreadtrum, ZTE, vivo, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	



	Company
	View

	Lenovo
	We believe csae1/case2 are not actually generalization/scalability. There are a type of model adaptation. 
So we suggest:
For evaluating the model adaptation generalization/scalability over various configurations

Also we believe, for model adaptation the following case is also possible:
Case 4: M>1 separate CSI generation parts each with fixed input/output dimensions to N>1 separate CSI reconstruction parts each with fixed output/input dimensions.
And then mode switching, activation, …


	Qualcomm
	It may be better to merge these cases with the previous proposals on input and output dimension scalability.

	OPPO
	We prefer to study Case 3 in high priority, since it is the final objective for scalability. Case 1 and Case 2 should be in lower priority. 

	Xiaomi
	We think case 3 should be the baseline. 
For the input/output part, we think both the input and output of encoder could be scalability and suggest the following update:
Proposal 3.2.13: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 1: One CSI generation part with scalable input/ and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed output/input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed input/ and/or output dimensions to one CSI reconstruction part with scalable output/input dimensions
· Case 3: A unified pair of CSI generation part with scalable input/ and/or output dimensions and CSI reconstruction part with scalable output/input dimensions


	Moderator
	@Lenovo How can we simulate the performance of model switching?
@QC let’s first discuss here. After both sides are stable, I will seek whether appropriate to merge
@OPPO Do agree that Case 3 is more realistic/beneficial. But at the study phase we can make it more open.

	OPPO
	@Moderator We are generally open to study Case 1 and Case 2 at this phase. But from our understanding, Case 3 with one CSI generation part and one CSI reconstruction part should be the optimal solution for scalability. If we cannot achieve enough CSI feedback performance for Case 3, then Case 1 and Case 2 can be considered as compromise.
Therefore, we think that Case 3 should be firstly studied in higher priority. Case 1 and Case 2 can also be studied if Case 3 cannot work well.

	Lenovo
	@FL: Case 4 is a valid case
To get to a good generalization, there could multiple UE part and multiple gNB parts.
It does not need to have only one model at the gNB or the UE side 

So we believe, for model adaptation the following case is also possible:
Case 4: M>1 separate CSI generation parts each with fixed input/output dimensions to N>1 separate CSI reconstruction parts each with fixed output/input dimensions.
And then mode switching, activation, …


	Moderator
	@Lenovo a Case 0 added as per your comments. Case 0 is considered as the no scalability case for performance comparison with Case 1/2/3.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Issue#3-18 Methodology of evaluation on monitoring 
Moderator note: Same question as the 1st round. Please continues the inputs at 2nd round!.
Question 3.3.4: For the evaluation of the AI/ML based CSI compression, do you think it is needed to evaluate the monitoring methods? If so, how to construct the simulation cases?
· E.g., how to model the environment drift, whether to adopt additional metrics for monitoring

	Company
	View

	Lenovo
	Yes, we should evaluate different model monitoring schemes so we can take a look at the benefit and cost (overhead, complexity) associated to different schemes.

	vivo
	Evaluation of monitoring could be a very complicated work in RAN1. If we evaluate all the potential solutions, based on, e.g., intermediate SGCS, system performance, legacy CSI based monitoring, and data distribution/condition-based monitoring, it is not feasible to complete the evaluation work within Rel-18 SI. Therefore, we can select the simple solution based on inference accuracy (i.e., intermediate KPIs as monitoring metrics) and evaluate whether GCS and throughput can be directly used to reflect monitoring methods, how to model the environment drift, whether to adopt additional metrics for monitoring.

	OPPO
	It is necessary. Companies can provide different monitoring methods and their corresponding environment drift modeling scheme.

	MediaTek
	Agree with vivo. It may be not easy to model to evaluate the monitoring methods well.

	NTT DOCOMO
	It is beneficial to evaluate each monitoring methods in terms of latency aspects and accuracy by the simulation. However, it is also fine to assess them qualitatively.

	FUTUREWEI
	We tend to agree with vivo that we can start from simple performance monitoring method(s), e.g., using intermediate KPI and/or throughput if feasible/applicable. Detecting environment drift (part of the scope of concept drift) is more complicated and even if concept drift is detected, it doesn’t always mean there is model performance degradation (this is more true when using traditional AI/ML based approaches, but not always the case for NN based approach as some latent feature representation extraction/learning techniques may be applied to avoid the performance impact from some level of concept drift in the raw input space). 

	CMCC
	We admit evaluation of monitoring is a valuable work, but how to simulate it is very complex since monitoring may also involve in higher layer signaling.

	CAICT
	We are open for further discussion.

	Qualcomm
	Evaluating monitoring methods is an important aspect to understand which method works well, the overhead and complexity of the method, and what kind of accuracy of monitoring is achievable. The methodology can be discussed further.

	
	

	
	

	
	

	
	

	
	





Specific evaluation methodology for CSI prediction sub use case 
Summary of views from companies
4.1-1: Evaluation views/findings from companies
CSI prediction on time domain: Huawei, Hisilicon, vivo, Samsung, Nokia, ZTE, MediaTek, Apple, OPPO, CMCC, Intel, Google, NVIDIA, AT&T, Comba, Lenovo
· vivo: To ensure the enhancement of CSI at both low and high-speed scenarios, study AI/ML for time domain CSI prediction with high priority
· OPPO: Two cases for CSI prediction should be considered
· Case 1: CSI prediction to deal with the impact of scheduling delay on the use of CSI information
· Case 2: CSI prediction to avoid redundant CSI-RS overhead
· AT&T: Finalize the EVM for the CSI prediction sub-use case for CSI feedback enhancements
· AT&T: For the evaluation of the AI/ML based CSI prediction sub use cases,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM
· AT&T: For the AI/ML based CSI prediction sub use cases, companies are encouraged to report the details of their models for evaluation, including:
· Location of model (gNB or UE)
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Observation and prediction windows size
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
· AT&T: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.
· AT&T: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation.
· AT&T: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· AT&T: UE velocity vector is assumed as fixed over time in Procedure A modeling.
· AT&T: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance.
· AT&T: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)
· AT&T: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model
· Comba: The AI-based prediction of multiple future CSIs on the raw channel outperforms the case without prediction.
· NVIDIA: AI/ML based CSI prediction should be selected as a sub-use case for evaluation
· Findings on CSI prediction on time domain
· Huawei, Hisilicon: AI/ML-based CSI prediction outperforms the baseline without CSI prediction in terms of GCS
· vivo: Without CSI prediction, using AI/ML based CSI compression, there exist significant spectral efficiency loss at least for moderate and high-speed scenarios
· vivo: The AI-based CSI prediction can make up the spectral efficiency loss caused by channel aging
· vivo: The AI-based CSI prediction outperforms the non-AI based one
· [bookmark: _Ref111218906]vivo: The advantages of AI prediction over AR-based non-AI prediction:
a) Higher accuracy;
b) Less CSI-RS and feedback overhead;
c) Fewer historical CSIs, i.e., shorter measurement window;
d) Flexibility of predicting time;
· Nokia: Performance results for CSI prediction using the agreed evaluation methodology conditions continue to indicate promising performance for this use case
· Nokia: CSI prediction using AI/ML provides substantial performance gain at 5 and 10 ms prediction times compared with zero-order hold
· OPPO: AI based CSI prediction achieves higher SGCS compared with sample-and-hold baseline
· The performance gain decreases with farther prediction instances
· The performance gain is higher for the same UE but different slots, compared to that of different UEs
· MediaTek: Depending on the requirements on CSI prediction, for example the required prediction length, AI/ML-based solutions provide superior performance compared to classical non-AI based methods
· Apple: LSTM based AI model achieves more than 10dB gain for CSI prediction use case
· CMCC: AI/ML based CSI prediction can achieve very high prediction accuracy compared with baseline non-prediction in terms of NMSE
· NVIDIA: Evaluation results show that AI/ML based CSI prediction significantly outperforms the baseline case without prediction (sample-and-hold)

CSI prediction on frequency domain: Samsung, 
Solution description (from Samsung): A gNB can configure a UE to send it CSI reports for an inactive bandwidth part (BWP). The UE can use received DL CSI-RS on an active BWP and then perform AI-based CSI extrapolation to infer CSI on the inactive BWP.  The gNB can then decide whether to configure the UE to switch to the inactive BWP, depending on the CSI reports for the active and inactive BWPs. 
· Findings on CSI prediction on frequency domain
· Samsung: AI-based CSI frequency extrapolation can be enhanced by utilizing additional CSI-RS observations in the band to be extrapolated, which amounts to AI-based CSI frequency extra(inter)-polation..

4.1-2: AI/ML model settings
Input/output CSI type
· Option 1: Raw channel matrix vivo, Samsung, Nokia, ZTE, MediaTek, CMCC, Comba, NVIDIA 
· vivo: 15 raw historic channels in PRB
· Samsung: In particular, the objective is to predict the next 3-D CSI sample H, which has dimensions of K x Nt x Nr.
· Nokia: Estimated downlink channel H, k time instance
· MediaTek: each CSI instance is a complex-valued matrix with dimensions , where  and  are the numbers of RX and TX antennas, respectively, and  is the number of elements in the frequency dimension, which could be on subcarrier or PRB level
· ZTE: In sub-section 5.1 and 5.2, the input of AI-based model and Wiener filtering-based algorithm is the historical samples of channel matrices and the output is the predicted channel matrices.
· CMCC: the CSI information is the full channel in one RB
· Option 2: Eigenvector Huawei, Hisilicon, OPPO Samsung, Google
· Huawei, Hisilicon: the input of the CSI predictor includes k historic eigenvectors which are obtained from the k historic CSI-RS, respectively
· ZTE: In order to evaluate the performance influenced by the diverse input types, we adopt the samples of historical sub-band eigenvectors processed from the raw channel matrices as input and the corresponding predicted eigenvectors as output
· The prediction accuracy of AI-based approach outperforms non-AI approaches when sub-band eigenvectors are adopted as model input
· The performance of eigenvector prediction for AI-based approach drops dramatically compared with the input of raw channel, and AI-based approach shows marginal performance gain over non-AI algorithms
· OPPO: For eigenvector prediction, the input/output of AI/ML model would be the eigenvector , where  is the number of sub-band.
· Samsung For network-side prediction, the UE may share channel matrix corresponding to the few dominant vectors, e.g.,   for layers, ., by reporting only   and   for few layers .,. Note here that  .
· Google: The study of the input of CSI compression prediction should prioritize the input based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1
· Views on input/output types
· ZTE: Further study the input and output types for the sub-use case of AI/ML based CSI prediction

Observation window
· Descriptions on the Observation window
· Huawei, Hisilicon: The observation window is the latest k=4 observation instances with 5 slots distance to each other
· vivo: The CSI prediction (both the AI-based and non-AI method) is with 15 historical CSIs as the input
· Nokia: The LSTM is trained to do a prediction of one time-step ahead after watching the last three time-steps
· Time domain: We have a channel sample time of 0.5 ms and use either 20 or 30 time-domain input samples.
· Frequency domain: Either 16 (1.44 MHz) or 100 (9 MHz) input frequency domain CSI reference signals
· ZTE: We simulate 4 historical CSIs and 10 historical CSIs as the input of AI model to predict 3 CSIs in future occasions, respectively
· we set diverse samples of historical CSIs as AI model inputs (3, 4, 6, 8 historical CSIs)
· MediaTek: In simulation, observation window includes [1, 2, 3,…,N] observation instances, where time distance between observation instances is 1ms/4ms/5ms
· MediaTek: Use 15ms as a baseline observation window length and other candidates are not precluded
· Apple: We used eight time-domain samples to predict the next 1 or 2 channel response
· OPPO: the input of CSI model includes K historic eigenvectors  from K CSI-RS measurement
· CMCC: we use 15 historic CSI samples to predict the 16th and 17th CSI in time domain
· Lenovo: Two alternatives were proposed: 
· Alt1. A number p of CSI-RS transmission occasions of a periodic/semi-persistent CSI-RS resource
· Alt2. A number κ of aperiodic CSI-RS resources with a spacing of m slots between two consecutive CSI-RS transmissions, e.g., m=1,2
· Comba: The number of historical CSI inputs: 12. The slot indices of historical CSI inputs: [71, 81, 91, …, 181]-th slot (spacing is 10 slots)
· NVIDIA: The raw channel matrices of the four latest CSI-RS measurement instances are used as the AI/ML model input. The raw channel matrices are associated with the first PRB
· Views on the Observation window
· Nokia: Support high number of frequency-domain and of time-domain channel samples for training and inference of NNs for channel prediction
· MediaTek: The tradeoff between the observation length and prediction length should be further studied
· ZTE: Various lengths of observation window and prediction window should be evaluated to have a fair comparison between AI-based CI prediction and non-AI based CSI prediction
· OPPO: Regarding the EVM on CSI prediction, evaluate the performance with different numbers of observation window K and prediction window T according to CSI-RS period
· [bookmark: _Toc118576408]Lenovo: For observation window and prediction window in AI-based CSI prediction, reuse the definitions agreed in Rel-18 MIMO CSI enhancements for high speed
· Comba: The study on the prediction of multiple future CSIs is practical
· Comba: The prediction of multiple future CSIs is flexible to choose the needed CSI
· Company findings on the Observation window:
· Nokia: Channel prediction performance improves significantly as the observation bandwidth increases and as the time step between measurements decreases.
· Nokia: The complexity due to higher number of time domain and frequency domain channel samples increases only moderately
· ZTE: Both AI-based CSI prediction and Wiener filtering-based CSI prediction can completely outperform the nearest historical CSI. However, Wiener filtering-based non-AI CSI prediction shows even better performance than the AI-based approach when enough historical CSIs are applied
· ZTE: The prediction accuracy of both AI-based approach and Wiener filtering-based approach improve with the increasing number of historical CSIs as input and presents certain positive correlation with the number of input historical CSIs
· ZTE: AI-based CSI prediction shows less or even no performance gain over Wiener filtering-based algorithm with the increasing number of input historical CSIs
· MediaTek: AI/ML-based CSI prediction will have more benefits than non-AI based prediction for longer time distances of OW and PW
· MediaTek: If we want to predict the CSI at the same time, observe more intensive CSI-RS can obtain better prediction results

Prediction window
· Descriptions on the prediction window
· Huawei, Hisilicon: The prediction window is 1 future slot
· vivo: the raw channel of +4 ms in PRB
· Nokia: NMSE over the prediction time or, alternatively, cosine similarity in case of PMI prediction
· ZTE: We simulate 4 historical CSIs and 10 historical CSIs as the input of AI model to predict 3 CSIs in future occasions (+5ms, +10ms, +15ms), respectively
· OPPO: The output of CSI prediction model includes 4 future eigenvectors  on the next 4 interval slots. Then the observation window is K and the prediction window is 4.
· MediaTek: In simulation, prediction window includes 10ms, 15ms, and 20ms
· Apple: future 5ms and 10ms
· Samsung: The objective is to predict the next 3-D CSI sample H, which has dimensions of K x Nt x Nr.
· CMCC: we use 15 historic CSI samples to predict the 16th and 17th CSI in time domain. The time interval between two CSIs is 5ms.
· Lenovo: This corresponds to WCSI slots for which the UE feeds back corresponding precoding vectors, where . The value N4 is the number of precoding vectors fed back in one CSI report across time domain, and d is a number of slots over which the same precoding vector is valid
· Comba: The slot index of the predicted CSI: [183, 185, 187, 189, 191]-th slots
· NVIDIA: The AI/ML model output is the predicted raw channel matrix at 4 ms ahead
· Company findings on the prediction window:
· ZTE: The prediction accuracy of AI-based approach and Wiener filtering-based approach drops seriously when the predicted time becomes longer due to the channel aging. However, AI-based CSI prediction can maintain the performance for a longer time than Wiener filtering-based CSI prediction

Other views
AI/ML model architecture
· MediaTek: For AI/ML-based CSI prediction, a CNN-based AI/ML model can be applied for training
· MediaTek: For AI/ML-based CSI prediction, residual neural networks architecture can be applied to enhance the accuracy of prediction

Pre/post-processing
· MediaTek: When the UE receives the CSI-RS signal, it will perform the post-processing through descrambling, channel estimation, etc. Then, the UE can obtain the channel information, which can be CIR (channel impulse response) or CFR (channel frequency response) of CSI-RS

4.1-3: EVM related issues for CSI prediction
AI/ML model deployment
· OPPO: Regarding the deployment side for CSI prediction model:
· For UE-side model 
· Ideal channel estimation for training stage and intermediate KPI calibration
· Realistic channel estimation together with CSI feedback error should be considered for SLS performance evaluation
· For NW-side model
· CSI feedback error in observation window should be considered for both training stage and inference stage
· For both UE-side and NW-side model, eType II (with possible enhancement) and AI based CSI feedback can be used for eigenvector CSI feedback
· FFS: how to perform raw channel feedback in observation and prediction window

· Samsung: Both UE-side and network-side CSI prediction show performance gains as compared to the baseline CSI based on the latest historical CSI, i.e., sample-and-hold
· When the raw channel matrices are available at the network, network-side prediction has competitive performance as UE-side prediction
· When the network is interested in lower rank, i.e., rank values lower than the number of receive antenna ports at the UE, the overhead of reporting raw channel matrices can be significantly reduced
· Google: The study of CSI prediction should prioritize the CSI prediction in gNB side, since CSI prediction in UE side is already supported in Rel-18 MIMO
· NVIDIA: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Both should be evaluated to understand the potential gains of performing CSI prediction at gNB side vs. UE side

KPI
· The overhead includes both reference signal and feedback overhead: Nokia
· One of the desired effects of CSI prediction is to reduce not only the number of CSI feedback occasions, but also the number of CSI-RS transmissions required to meet a certain performance level: Nokia
· Other KPIs
· Inference latency, e.g., Time (ms) between CSI-RS transmission to transmission of the predicted CSI Nokia
· Processing complexity Nokia, Samsung, AT&T
· Samsung: For the evaluation of the AI/ML based CSI feedback enhancement, while reporting the computational complexity of pre-processing and post-processing the following are considered
· Estimated raw channel matrix per each frequency unit as an input for pre-processing
· Precoding vectors per each  frequency unit as an output of post-processing
· Note: frequency unit can be set to 4 RB or 2 RB for 15KHz SCS and 30KHz SCS, respectively
· AT&T: For the evaluation of the AI/ML based CSI prediction sub use cases, the inference complexity in the ‘Evaluation Metric’ includes: Computational complexity of model inference: FLOPs; Computational complexity for pre- and post-processing; Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)

· Observation time, e.g., Minimum channel observation time needed, e.g., minimum number of CSI-RS measurements needed Nokia
· Throughput
· AT&T: For the evaluation of the AI/ML based CSI prediction sub use cases, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT

· Other views on KPI
· Nokia: Adopt specific KPIs related to channel prediction such as throughput, overhead, channel prediction horizon, observation time, complexity, and execution latency
· ZTE: Further evaluate various scenarios to justify that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, e.g., reduced length of measurement window, reduced decorrelation distance, high UE speed, low LOS probability, etc.
· OPPO: Suggest to evaluate the CSI prediction performance with the following two kinds of testing sets
· Different UEs with training set
· The same UEs but different slots with training set

Modeling for Spatial consistency
· vivo: The spatial consistency procedure A with 50m decorrelation distance from 38.901 is used where the channel updating periodicity is assumed to be 40 ms (considering the travelling speed of UE, the 1-meter limit and the duration of SSB)
· vivo: When considering the spatial consistency procedure, the length of channel updating duration has significant impact on the design and evaluation of CSI prediction
· vivo: The length of channel updating duration for spatial consistency procedure A should be aligned among companies. Or the principle of determining the length of channel updating duration should be defined

Benchmark for evaluation results comparison
General views on benchamrk
· Huawei, Hisilicon: If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, the nearest historical CSI as well as non-AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML based CSI prediction is reported by companies
· For non-AI/ML based CSI prediction benchmark, it is up to companies to report whether Doppler-domain compression of Rel-18 MIMO is adopted
· [bookmark: _Ref111219012]vivo: For AI/ML for time domain CSI prediction, nearest historical CSI (sample-hold without prediction) and other non-AI CSI prediction method (e.g., auto-regression) can be used as the baseline.
· Apple: For CSI prediction using one sided model, companies to report the traditional method used for prediction
· Nokia: Adopt the Rel-16 eType II codebook without prediction as the baseline for performance comparisons of ML-based CSI prediction, considering both throughput and overhead, where the overhead includes both reference signal and feedback overhead.  Kalman filtering can also be considered as a performance baseline
· ZTE: If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, the nearest historical CSI as well as non-AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML based CSI prediction is reported by companies
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO which does not necessarily need to report multiple PMIs with Doppler-domain compression
· OPPO: Regarding the CSI prediction baseline
· Sample-and-hold can be considered as the initial baseline for calibration
· Companies can propose some non-AI CSI prediction algorithms (e.g. Kalman filtering, MMSE filtering, etc.) as the baseline
· Samsung: For AI/ML based CSI prediction sub use cases, the nearest historical CSI can be taken as a baseline for the benchmark of performance comparison
· Note: Other non-AI/ML based CSI prediction benchmarks for performance comparison are reported by companies. If other CSI prediction benchmarks are also reported then the corresponding computational complexity is reported
· AT&T: Use same baseline for AI/ML CSI prediction as in R18 MIMO CSI enhancement.
· [bookmark: _Hlk118680929]AT&T: If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, the nearest historical CSI as well as non-AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML based CSI prediction is reported by companies.
· [bookmark: _Hlk118686762]Note: Rel-18 MIMO solution can be used as baseline for CSI prediction, and any design aspects that are not finalized by RAN1#111 are left for companies to report their own design.
· LG: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, baseline scheme should be carefully chosen.
· In this DD CSI compression, it was agreed to use following codebook structures  where  is spatial domain basis,  is combining matrix,  is frequency domain basis and  is Doppler domain basis. Based on , future CSI can be predicted. So, it can be considered as good baseline scheme for AI/ML based CSI prediction

Non-AI/ML solutions used in the evaluation
· Option 1: Nearest historical CSI (sample-and-hold): Huawei, Hisilicon, vivo, Samsung, Nokia, ZTE, MediaTek, Apple, NVIDIA OPPO NVIDIA
· Option 2: Kalman filtering: Nokia,
· Nokia: The Kalman filter uses an autoregressive model of order three and updates the state-space equations for the prediction.
· Option 3: auto regression (AR): vivo, MediaTek
· vivo: For AI/ML for time domain CSI prediction, nearest historical CSI (sample-hold without prediction) and other non-AI CSI prediction method (e.g., auto-regression) can be used as the baseline.
· MediaTek: The number of FLOPs to perform the AI/ML-based (CNN) prediction is less than the auto-regression-based prediction with order-10
· Option 4: linear combination Samsung, 
· Samsung: In particular, to predict the next CSI sample Hn+1, we computed a linear combination of the current and previous CSI samples Hn and Hn-1, respectively.  Thus, we obtained a prediction Hpred,n+1 = αHn+βHn-1.  For each UE speed, we used a numerical search to determine the weights α and β.
· Option 5: Wiener combination ZTE

Parallel study of R18 MIMO CSI prediction
· MediaTek: AI/ML-based CSI prediction for transmit precoding enhancement should use the outcome of the CSI enhancement objectives in 3GPP WI as a classical benchmark solution for performance evaluation

Template for simulation results collection
· Huawei, Hisilicon: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction.
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
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	Train/k
	
	

	
	Test/k
	
	

	Benchmark 1
	
	

	Gain for intermediate KPIs (Benchmark 1)
	SGCS
	
	

	
	NMSE
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	Gain for eventual KPI (Benchmark 1)
	Mean UPT
	
	

	
	5% UPT
	
	

	Benchmark 2
	
	

	Gain for intermediate KPIs (Benchmark 2)
	SGCS
	
	

	
	NMSE
	
	

	Gain for eventual KPI (Benchmark 2)
	Mean UPT
	
	

	
	5% UPT
	
	

	FFS others
	
	
	



Other views
CSI-RS periodicity
· vivo: The choice of CSI-RS periodicity (especially the baseline parameters) should depend on the speed and carrier frequency
· The performance of AI-based CSI prediction is highly related with the CSI-RS periodicity. 5ms CSI-RS periodicity (chosen as baseline in #110) is too large for the case of 4GHz carrier frequency and 30km/h or higher speed
· MediaTek: The UE speed will affect the tradeoff between CSI prediction length and CSI-RS periodicity
· For CSI prediction, the Doppler effect and the coherence time are critical factors for AI/ML model’s prediction accuracy
· When the coherence time is less than the CSI-RS periodicity, the CSI prediction performance will degrade rapidly

4.1-4: Generalization study
Generalization methodology
· Nokia: Consider specialized AI/ML models based on one or few generalized AI/ML models to achieve highest channel prediction performance with minimum number of AI/ML model versions
· Nokia: With a specialized AI/ML model we refer to an AI/ML model which has been overfitted to the current radio channel evolution of the UE by using the channel estimates of the last 50 ms, 100 ms, or several hundreds of ms as a data set for fine tuning the AI/ML model.
Findings on fine-tuning of CSI prediction
· Nokia: Additional fine tuning of the CSI prediction model can substantially improve the performance of the CSI prediction for certain UEs

· AT&T: For the evaluation of the AI/ML based CSI prediction sub use cases, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded

Generalization over frequency PRBs
· vivo: Firstly, the AI model is trained using the data only collected from 1-st PRB. Then, the trained model is directly inferred on the 10-th, 20-th, 30-th, 40-th and 50-th PRB to evaluate the generalization performance
· vivo: The generalization performance across frequency domain should be studied.
· [bookmark: _Ref111218935]Findings: The generalization of AI-based CSI prediction with respect to PRBs is good. 
· MediaTek: Further study the trade-off between single RB and joint RBs
Findings
· For CSI prediction, the AI/ML model trained on a certain RB (or SB) can be generalized to other RBs (or SBs).
· Compared with training at single RB, more complex models need to be considered when training at multiple RBs, otherwise the performance cannot be improved
· The AI/ML model trained on joint RBs can be generalized and inferenced on other joint RBs
· NVIDIA: AI/ML training and inference are performed on the first PRB. Next, we use the AI/ML model trained on the first PRB to carry out inference/testing on different PRBs.
· Findings: The AI/ML based CSI prediction model trained on a certain PRB can be generalized to perform inference on other PRBs

Generalization over UE speeds
· vivo: the trained model is directly inferred on the validation data with the UE speed of 20, 30 and 60 km/h and 120km/h.
· vivo: The generalization performance across speeds should be studied
· Samsung: UE speed of {10, 20, 30} km/h
· Test case 1: Testing dataset is set to 10 km/h; Case 1: Training dataset is set to 10 km/h; Case 3: Training dataset is equally split between data where the UE speed was set to 1) 10 km/h and 2) 20 km/h
· Test case 2: Testing dataset is set to 20 km/h; Case 1: Training dataset is set to 20 km/h; Case 3: Training dataset is equally split between data where the UE speed was set to 1) 20 km/h and 2) 30 km/h
· Test case 3: Testing dataset is set to 30 km/h; Case 1: Training dataset is set to 30 km/h; Case 3: Training dataset is equally split between data where the UE speed was set to 1) 20 km/h and 2) 30 km/h
· Findings: AI-based CSI prediction can yield performance benefits over a range of UE speeds, compared to a conventional CSI predictor that computes a linear combination of the current and previous CSI samples
· MediaTek: UE speed is leveraged for evaluation with 10, 20, 30, 60, 120km/h
· Case 1/2: Training at 30km/h, inference at 10/20/30/60/120km/h; Training at 120km/h, inference at 10/20/30/60/120km/h
· Case 3: Training at mixed [10, 20, 30, 60, 120] km/h, inference at 10/20/30/60/120km/h
Findings
· For CSI prediction, the AI/ML model trained on a certain speed may not be generalized to other speeds
· Using mixed datasets over UE speed for AI/ML model training is helpful to improve the generalization

Generalization over carrier frequency
· MediaTek: Observe the performance changes under different carrier frequency values (including 2, 3 and 3.5GHz)
· Case 1/2: Training at 3GHz, inference at 2GHz/3GHz/3.5GHz
· Case 3: Training at mixed [2GHz, 3GHz, 3.5GHz], inference at 2GHz/3GHz/3.5GHz
Findings
· For CSI prediction, the AI/ML model trained on a certain carrier frequency may not be generalized on other carrier frequencies
· Using mixed datasets over Doppler frequency for AI/ML model training is helpful to improve the generalization

Generalization over deployment scenarios
· MediaTek: Observe the performance changes under different carrier frequency values (including 2, 3 and 3.5GHz)
· Case 1: Training at UMa, inference at UMa; Training at UMi, inference at UMi
· Case 2: Training at UMa, inference at UMi; Training at UMi, inference at UMa
· Case 3: Training at mixed [UMa, UMi], inference at UMa / UMi
Findings	
· The performance result of the UMi is better than the UMa, one of the reasons may be the multipath effect. For UMa development, because the NLOS ratio is higher than the UMi development, more multipath effects will be introduced in UMa channel, resulting in greater channel variation
· For CSI prediction, the AI/ML model trained on a certain deployment (e.g., UMa/UMi) can be generalized and performed inference on other deployment (e.g., UMa/UMi)

1st round email discussions
4.2-1: EVMs for CSI prediction
For the CSI prediction, some EVMs are raised on top of the currently agreed generic EVM table.
Issue#4-1 (High priority) Benchmark CSI prediction scheme for performance comparison
Moderator note: The benchmark of the CSI prediction has been discussed for a couple of meetings. In the last meeting, a proposal was given to report two benchmarks: one is sample and hold, and the other is non-AI/ML based prediction algorithm. Regarding the CSI codebook, as R18 MIMO supports both N4=1 and N4>1, there seems to be no need to align with N4>1 codebook with Doppler domain compression.
From the inputs of this meeting, 8 companies seem to share a similar view with the proposal of the last meeting, while 1 company hope to adopt the R18 codebook with Doppler domain compression. There seems to be no further middle ground, so the same proposed conclusion with the last meeting is raised.
Proposed conclusion 4.2.1: If the AI/ML based CSI prediction is to be selected as a sub use case, the nearest historical CSI as well as non-AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO which does not necessarily need to report multiple PMIs with Doppler-domain compression

	Support/Can accept
	FUTUREWEI, CATT, VIVO, Qualcomm, OPPO, MediaTek, ETRI, Spreadtrum, ZTE, AT&T

	Object/Concern
	



	Company
	View

	Lenovo
	We prefer removing “which does not necessarily need to report multiple PMIs with Doppler-domain compression”, which is not clear. Also it hasn’t been concluded yet in Rel-18 MIMO whether reporting multiple PMIs is necessary

	ZTE
	We think it’s important to take both non-AI based CSI prediction baseline to avoid over-estimating AI based time domain prediction.

	LG
	Baseline should be selected carefully. For nearest historical CSI, it is simple, but the expected gain is low, so the performance gain from AI/ML can be over-estimated. 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




4.2-2: AI/ML model deployment
Issue#4-2 AI/ML model deployment
Moderator note: OPPO [14], Samsung [27], Google [8], and NVIDIA [19] have discussed the AI/ML model deployment (which side to perform the AI/ML operation) for evaluating CSI prediction. From the views of the 4 companies, 3 companies hold the view that both sides can be evaluated/studied, while 1 company think the AI/ML at gNB side should be prioritized.
Question 4.2.1: If the AI/ML based CSI prediction is to be selected as a sub use case, in the evaluation, which side (NW or UE) is the AI/ML deployed to perform the inference?
· Option 1: NW-side is prioritized
· Option 2: UE-side is prioritized
· Option 3: Both NW-side and UE-side can be evaluated
· Option 4: Other

	Option 1
	Support/Can accept
	vivo (with the 2nd priority), AT&T

	
	Object/Concern
	

	Option 2
	Support/Can accept
	Lenovo, vivo (with the 1st priority), MediaTek, ETRI, AT&T, Qualcomm

	
	Object/Concern
	

	Option 3
	Support/Can accept
	CATT, IITK, AT&T (1st Priority)

	
	Object/Concern
	

	Option 4
	Support/Can accept
	

	
	Object/Concern
	



	Company
	View

	Lenovo
	UE-side prediction should be prioritized, since it has a corresponding baseline that will be potentially supported by the end of Rel-18. Our objective is to evaluate AI gains compared with non-AI approaches, so the presence of a specified baseline is extremely important for better evaluation of the true AI/ML gains 

	OPPO
	This should be discussed in 9.2.2.2.

	MediaTek
	Considering low spec impact for CSI prediction at UE-side, we support prioritization of at least UE-side.

	IITK 
	As a

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



4.2-3: Generalization

Issue#4-3 CSI prediction specific generalization scenarios
Moderator note: From the inputs of companies, the generalization is performed over different environments, including different deployment scenarios, carrier frequencies, frequency PRBs, and UE speeds. It is Moderator’s understanding that the agreement over scenarios in below apply to both CSI compression and CSI prediction, so we do not need to additionally discuss the generalization EVM for “Various deployment scenarios”, “Various outdoor/indoor UE distributions” and “Various carrier frequencies”.
	Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification



Therefore, the CSI prediction specific generalization cases are then raised for discussions.
Question 4.2.2: If the AI/ML based CSI prediction is to be selected as a sub use case, can the following CSI prediction specific scenarios be added to the set of scenarios for performing the generalization verification?
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, etc.)
· Various frequency PRBs (e.g., trained based on one set of PRBs, inference on the same/different set of PRBs)

	Company
	View

	Lenovo
	Do not support the second sub-bullet. CSI prediction is understood to be over time only, CSI inference over frequency domain is a separate problem

	Vivo
	Yes. Both should be considered for generalization.

	OPPO
	The generalization issue should be considered after basic EVM for CSI prediction is agreed.

	MediaTek
	Support the proposal

	AT&T
	Support

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



4.2-4: Template for simulation results collection
Issue#4-4 (On hold) Template for CSI prediction without generalization

Proposal 4.2.2: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, the following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction at least for the case without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table

Table X. Evaluation results for CSI prediction without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	UE speed
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Dataset size
	Train/k
	
	

	
	Test/k
	
	

	Benchmark 1
	
	

	Gain for intermediate KPIs (Benchmark 1)
	SGCS
	
	

	
	NMSE
	
	

	
	[Others]
	
	

	Gain for eventual KPI (Benchmark 1)
	Mean UPT
	
	

	
	5% UPT
	
	

	Benchmark 2
	
	

	Gain for intermediate KPIs (Benchmark 2)
	SGCS
	
	

	
	NMSE
	
	

	Gain for eventual KPI (Benchmark 2)
	Mean UPT
	
	

	
	5% UPT
	
	

	FFS others
	
	
	



4.2-5: Others
Question 4.2.3: For the evaluation of the AI/ML based CSI prediction sub use cases, what other aspects related with EVM do you think is necessary to be discussed?

	Company
	View

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


[bookmark: _Ref71620620][bookmark: _Ref124671424][bookmark: _Ref124589665]

Specific evaluation methodology for other sub use cases
1st round email discussions
Question 5.1.1: For the evaluation of the AI/ML based CSI feedback enhancement, is there any other sub use case that you think is necessary for EVM discussion and have not been discussed/captured in previous sections?

	Company
	View

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Potential proposals for GTW
Proposals for Mon. Offline
Issue#4-1 (High priority) Benchmark CSI prediction scheme for performance comparison
Moderator note: The benchmark of the CSI prediction has been discussed for a couple of meetings. In the last meeting, a proposal was given to report two benchmarks: one is sample and hold, and the other is non-AI/ML based prediction algorithm. Regarding the CSI codebook, as R18 MIMO supports both N4=1 and N4>1, there seems to be no need to align with N4>1 codebook with Doppler domain compression.
	Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, support the following codebook structure where N4 is gNB-configured via higher-layer signaling:
· For N4=1, Doppler-domain basis is the identity (no Doppler-domain compression) reusing the legacy , , and , e.g. 
· For N4>1, Doppler-domain orthogonal DFT basis commonly selected for all SD/FD bases reusing the legacy  and , e.g. 
· Only Q (denoting the number of selected DD basis vectors) >1 is allowed
· TBD (by RAN1#110bis): whether rotation is used or not
· FFS: identical or different rotation factors for different SD components
· FFS: Whether Q is RRC-configured or reported by the UE
Note: Detailed designs for SD/FD bases including the associated UCI parameters follow the legacy specification
FFS: Whether one CSI reporting instance includes multiple  and a single  and  report.



From the inputs of this meeting, 8 companies seem to share a similar view with the proposal of the last meeting, while 1 company hope to adopt the R18 codebook with Doppler domain compression. There seems to be no further middle ground, so the same proposed conclusion with the last meeting is raised.
Proposed conclusion 4.2.1: If the AI/ML based CSI prediction is to be selected as a sub use case, the nearest historical CSI as well as non-AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO which does not necessarily need to report multiple PMIs with Doppler-domain compression

	Support/Can accept
	FUTUREWEI, CATT, VIVO, Qualcomm, OPPO, MediaTek

	Object/Concern
	




Issue#3-9 (High priority) Template for CSI compression-baseline table
Moderator note: The template has been discussed in the last meeting, and some companies discussed the table in this meeting. Companies can provide your views on the following basic template, without considering training type 2/3, and without considering generalization.
Note that as the CSI payload sizes may hardly be exactly aligned over companies, it may be feasible to define a CSI payload range, e.g., 50bits-100bits as low payload, 150bits-200bits as medium payload, and 250-300bits as high payload.
Proposal 3.2.5: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression at least for ideal joint training (e.g., training Type 1) and without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the description and results for training Type 2 and/or Type 3 may need a separate table
· FFS the value or range of payload size X/Y/Z

Table X. Evaluation results for CSI compression of ideal joint training without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Benchmark
	
	

	Gain for SGCS intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for SGCS intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Gain for SGCS intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for SGCS intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	FFS others
	
	
	




Issue#3-8 (High priority) Payload size alignment-clarification of agreement
Moderator note: In the last meeting, the payload size calculation was discussed while no consensus was achieved. In this meeting, companies shared their views on the preference of the 3 Options.
· Option 1: Payload size is calculated based on the maximum rank. -3 companies
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. FFS the following understandings
· Option 2a: The above-mentioned “CSI payload” is calculated as each CSI reported payload with a given rank  -3 companies
· Option 2b: The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank -7 companies

It is Moderator’s understanding that we need a down-selected option to represent the payload size so that the results from companies can be cross checked. If there is still no consensus, it is Moderator’s understanding that Option 1 which is adopted in the R16/17 MIMO evaluation will become the solution by default (Nokia has a different understanding though, a majority of other companies seem to have a similar view with Moderator).
There is a controversy in the last meeting, that the agreed evaluation metric is applied to only AI/ML, or both AI/ML and legacy e-Type II. Therefore, we need to first clarify this issue before conducting the down-selection.
	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.



Question 3.2.5: For the CSI payload size calculation for CSI compression, whether the Maximum overhead in the following agreement applies to only AI/ML, or both AI/ML and legacy Type II codebook?

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.



	AI/ML only
	

	Both AI/ML and legacy Type II codebook
	FUTUREWEI, CATT, vivo, Qualcomm, OPPO, Xiaomi, MediaTek,NTT DOCOMO




Issue#3-2 (High priority) Type 3 training - N>1 NW to M>1 UEs
Moderator note: for Type 3 training, the Multi-vendor cases have been discussed but not agreed in the last meeting. For this meeting, the evaluation cases are rephrased to make the intention more clear:
· For Case 1, it is not only applied for 1 NW model to 1 UE model. For N NW model to 1 UE model under UE-first training, as the set of information (e.g., dataset) is delivered to all the NW models from the UE model, Case 1 can naturally support N NW to 1 UE; e.g., companies may simulate 1 UE model and different NW models, and individually report each combination to simulate the N NW to 1 UE case. The same way applies for the 1 NW model to M UE models under NW-first training.
· For the “Companies to report the dataset” part, it is moved from the “Case 2”/”Case 3” of the 110b-e proposal to “Case 1”. The intention of reporting the dataset is: the dataset for training at UE may be the same or a subset of the dataset for training at NW under NW-first training as shown in below, and vice versa for UE-first training. Take NW-first training for example, the subset case can simulate the situation where each UE only keeps the dataset of its own, while NW trains with a merged dataset from all UEs, and only delivers the corresponding dataset to each UE in Step 2, i.e., only the local dataset is used for per UE, while there is no need to deliver the dataset from another UE. Huawei [3], CATT [9] provided the evaluation results of the subset case and showed a minor gap compared with the same set case.
	[image: ]
Opt 1 subset
	[image: ]
Opt 2 same set



· For Case 2/3, the intention is: for NW-first training, NW#A can deliver the dataset to all UEs (UE#1/2/3) naturally; but to achieve the multi-vendor operation among N NW models and M UE models, the UE#1 may receive the dataset delivered from multiple NW models, namely NW#A, NW#B, and NW#C; then the UE#1 can mix the dataset from all NW models to achieve the generalization. Same principle for the UE-first training.
· The “FFS: different dequantization methods among NW sides” of the 110b-e proposal is removed, as it belongs to the issue of quantization aware/non-aware training as per Moderator’s understanding.
	[image: ] NW-first training
	[image: ] UE-first training



For the controversial part of “the size of quantization input/de-quantization output” in the last meeting, after thinking twice, it is more like a generalization/scalability issue, and is therefore moved to the scalability discussions (see Issue#3-16).
Upd Proposal 3.2.1: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model to one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether input CSI dataset for training UE part model is the same or a subset of the input CSI dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether target CSI dataset for training NW part model is the same or a subset of the input CSI dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· FFS: whether/how to report overhead

	Support/Can accept
	Qualcomm (comment), Fujitsu, MediaTek, NTT DOCOMO

	Object/Concern
	




Proposals for Mon. GTW
Proposals for Mon. GTW

Issue#4-1 (High priority) Benchmark CSI prediction scheme for performance comparison

Proposed conclusion 4.2.1: If the AI/ML based CSI prediction is to be selected as a sub use case, the nearest historical CSI as well as non-AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO which does not necessarily need to report multiple PMIs with Doppler-domain compression

	Support/Can accept
	FUTUREWEI, CATT, VIVO, Qualcomm, OPPO, MediaTek

	Object/Concern
	



Issue#3-9 (High priority) Template for CSI compression-baseline table
Moderator note: The template has been discussed in the last meeting, and some companies discussed the table in this meeting. Companies can provide your views on the following basic template, without considering training type 2/3, and without considering generalization.
Note that as the CSI payload sizes may hardly be exactly aligned over companies, it may be feasible to define a CSI payload range, e.g., 50bits-100bits as low payload, 150bits-200bits as medium payload, and 250-300bits as high payload.
Proposal 3.2.5: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression at least for ideal joint training (e.g., training Type 1) (i.e. lossless from to training collaboration, e.g. trained at single entity) and without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the description and results for training Type 2 and/or Type 3 may need a separate table
· FFS the value or range of payload size X/Y/Z

Table X. Evaluation results for CSI compression of joint training (i.e. lossless from to training collaboration, e.g. trained at single entity) without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
[Storage /Mbytes]
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Benchmark
	
	

	Gain for SGCS intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for SGCS intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Gain for SGCS intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for SGCS intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	FFS others
	
	
	



Issue#3-2 (High priority) Type 3 training - N>1 NW to M>1 UEs
Moderator note: for Type 3 training, the Multi-vendor cases have been discussed but not agreed in the last meeting. For this meeting, the evaluation cases are rephrased to make the intention more clear:
· For Case 1, it is not only applied for 1 NW model to 1 UE model. For N NW model to 1 UE model under UE-first training, as the set of information (e.g., dataset) is delivered to all the NW models from the UE model, Case 1 can naturally support N NW to 1 UE; e.g., companies may simulate 1 UE model and different NW models, and individually report each combination to simulate the N NW to 1 UE case. The same way applies for the 1 NW model to M UE models under NW-first training.
· For the “Companies to report the dataset” part, it is moved from the “Case 2”/”Case 3” of the 110b-e proposal to “Case 1”. The intention of reporting the dataset is: the dataset for training at UE may be the same or a subset of the dataset for training at NW under NW-first training as shown in below, and vice versa for UE-first training. Take NW-first training for example, the subset case can simulate the situation where each UE only keeps the dataset of its own, while NW trains with a merged dataset from all UEs, and only delivers the corresponding dataset to each UE in Step 2, i.e., only the local dataset is used for per UE, while there is no need to deliver the dataset from another UE. Huawei [3], CATT [9] provided the evaluation results of the subset case and showed a minor gap compared with the same set case.
	[image: ]
Opt 1 subset
	[image: ]
Opt 2 same set



· For Case 2/3, the intention is: for NW-first training, NW#A can deliver the dataset to all UEs (UE#1/2/3) naturally; but to achieve the multi-vendor operation among N NW models and M UE models, the UE#1 may receive the dataset delivered from multiple NW models, namely NW#A, NW#B, and NW#C; then the UE#1 can mix the dataset from all NW models to achieve the generalization. Same principle for the UE-first training.
· The “FFS: different dequantization methods among NW sides” of the 110b-e proposal is removed, as it belongs to the issue of quantization aware/non-aware training as per Moderator’s understanding.
	[image: ] NW-first training
	[image: ] UE-first training



For the controversial part of “the size of quantization input/de-quantization output” in the last meeting, after thinking twice, it is more like a generalization/scalability issue, and is therefore moved to the scalability discussions (see Issue#3-16).
Upd Proposal 3.2.1: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model to one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether input CSI dataset for training UE part model is the same or a subset of the input CSI dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether target CSI dataset for training NW part model is the same or a subset of the input CSI dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· FFS: whether/how to report overhead

	Support/Can accept
	Qualcomm (comment), Fujitsu, MediaTek, NTT DOCOMO

	Object/Concern
	




Issue#2-1 (High priority) SGCS calculation for rank>1 – additional method
Proposal 6.2.1: For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, except for Method 3 which has been supported, Option 4 of the following is preferred which of the following options do you prefer:
· Option 1: Method 1 is adopt as an additional method except for Method 3
· Method 1: Average over all layers
· Option 2: Method 2 is adopt as an additional method except for Method 3
· Method 2: Weighted average over all layers

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Option 3: Either Method 1 or Method 2 is optionally adopted and reported by companies
· Option 4: Neither of Method 1 nor Method 2 is additionally adopted

	Option 1
	Support/Can accept
	vivo

	
	Object/Concern
	

	Option 2
	Support/Can accept
	CATT, Qualcomm, Fujitsu (support)

	
	Object/Concern
	

	Option 3
	Support/Can accept
	Lenovo, OPPO, Fujitsu (can accept)

	
	Object/Concern
	

	Option 4
	Support/Can accept
	FUTUREWEI, CATT, vivo (with comment), Xiaomi, MediaTek,NTT DOCOMO

	
	Object/Concern
	Fujitsu



Proposals for Wed. GTW
Issue#3-9 (High priority) Template for CSI compression-baseline table
Moderator note: Changes are made according to comments in offline.
Upd Proposal 3.3.7: The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression at least for joint training between 1 NW part model and 1 UE part model without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the description and results for training Type 2 and/or Type 3 may need a separate table
· FFS the value or range of payload size X/Y/Z

Table X. Evaluation results for CSI compression of joint training between 1 NW part model and 1 UE part model without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Benchmark
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
	
	
	

	FFS others
	
	
	




Issue#3-2 (High priority) Type 3 training - N>1 NW to M>1 UEs
Moderator note: some explanation of the Case 1/2/3.
	[image: ]
Case 1 (e.g., 1 NW to M>1 UE): realistic situation
	[image: ]
Case 1 (e.g., 1 NW to M>1 UE): simulation 

	[image: ] Case 3 NW-first training
	[image: ] Case 2: UE-first training



Upd 2 Proposal 3.3.2: For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
· FFS: whether/how to report overhead of dataset

	Support/Can accept
	Qualcomm (comment), Fujitsu, MediaTek, NTT DOCOMO, ZTE, vivo, CMCC, CAICT, AT&T, Xiaomi

	Object/Concern
	




Issue#3-15 (High priority) Scalability evaluations- input dimensions

Proposal 3.3.10: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input dimensions of CSI generation part (e.g., different bandwidths/frequency granularities, or different antenna ports), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.
· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.
· Note: For Case 2/3, the solutions to achieve the scalability between Xi and Xj, are reported by companies, including, e.g., pre-processing to angle-delay domain, padding, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases

	Support/Can accept
	FUTUREWEI, VIVO, Qualcomm (comment), OPPO, Fujitsu, Xiaomi, MediaTek, NTT DOCOMO, IITK, ETRI, Spreadtrum, ZTE, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	



Issue#3-16 (High priority) Scalability evaluations-output dimensions

Proposal 3.3.11: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different CSI payloads), what is your view to the following elaborations to Case 1/2/3? the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed payload), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
· FFS Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
· Note: For Case 1/2/3, if the output corresponds to CSI payload, companies to report whether the CSI payload is before quantization or after quantization.
· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., payload truncation, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases

	Support/Can accept
	FUTUREWEI (with comments), Qualcomm (comment), OPPO, Fujitsu, Xiaomi, MediaTek, NTT DOCOMO, IITK, ETRI, Spreadtrum, ZTE, vivo, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	




Issue#3-17 (High priority) Scalability evaluations-number of CSI generation parts / CSI reconstruction parts
Upd Proposal 3.3.12: For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 0: One CSI generation part with fixed input and output dimensions to 1 CSI reconstruction part with fixed input and output dimensions.
· Case 1: One CSI generation part with scalable input and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed output and/or input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed input and/or output dimensions to one CSI reconstruction part with scalable output and/or input dimensions
· Case 3: A unified pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions

	Support/Can accept
	FUTUREWEI, CATT, Qualcomm (comment), OPPO, Fujitsu, XIAOMI (WITH COMMENTS), MEDIATEK, NTT DOCOMO, ETRI, Spreadtrum, ZTE, vivo, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	



Issue#3-6 (High priority) Quantization/dequantization aware/non-aware training
Proposal 3.3.4: For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· A fixed/pre-configured scalar/vector quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured scalar/vector quantization codebook, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: A fixed/pre-configured scalar/vector quantization codebook is applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured scalar/vector quantization codebook, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The scalar/vector quantization codebook is updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the scalar/vector quantization codebook during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.

	Support/Can accept
	FUTUREWEI (with comments), CATT, OPPO, MediaTek,NTT DOCOMO, ETRI, vivo, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	




Issue#3-7 AI/ML model settings for rank>1
Proposal 3.3.5: For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 2 (rank common): A unified AI/ML model is trained and applied for various adaptive ranks to perform inference. 
· FFS: input/output type
· Option 3 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is layer specific and rank common (For a specific layer, the same model is applied for all rank values), or layer specific and rank specific (For a specific layer, different models are applied for different rank values)
· Option 4 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is layer common and rank common (A unified AI/ML model is applied for each layer to perform individual inference), or layer common and rank specific (For a specific layer, different models are applied for different rank values)
· Other options not precluded.

	Support/Can accept
	FUTUREWEI, OPPO, Fujitsu, MediaTek,NTT DOCOMO, ETRI, Spreadtrum, ZTE, vivo, CMCC, CAICT, AT&T, Samsung

	Object/Concern
	



Issue#2-3 Provision of upper bound with ideal CSI
Proposal 2.3.2: For the evaluation of CSI enhancements, companies can optionally provide the additional throughput baseline based on ideal CSI (e.g., ideal eigenvector), which is taken as an upper bound for performance comparison

	Support/Can accept
	LG, vivo, OPPO, IITK, ETRI, FUTUREWEI, CMCC, AT&T, Lenovo, Samsung, Qualcomm

	Object/Concern
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Appendix I: Agreement list
Agreements of the 109-e meeting
Agreement
For the performance evaluation of the AI/ML based CSI feedback enhancement, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, for the calibration purpose on the dataset and/or AI/ML model over companies, consider to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, companies can consider performing intermediate evaluation on AI/ML model performance to derive the intermediate KPI(s) (e.g., accuracy of AI/ML output CSI) for the purpose of AI/ML solution comparison.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, Floating point operations (FLOPs) is adopted as part of the ‘Evaluation Metric’, and reported by companies.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
· FFS: the format of the AI/ML parameters
Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following table is taken as a baseline of EVM
· Note: the following table captures the common parts of the R16 CSI enhancement EVM table and the R17 CSI enhancement EVM table, while the different parts are FFS.
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) is a baseline.
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.

	Frequency Range
	FR1 only, FFS 2GHz or 4GHz as a baseline

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
-          16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)
Other configuration is not precluded.

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Simulation bandwidth
	FFS

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	FFS

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	FFS

	Traffic load (Resource utilization)
	FFS

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
FFS whether/what other indoor/outdoor distribution and/or UE speeds for outdoor UEs needed

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline
FFS ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	FFS



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if LLS is preferred, the following table is taken as a baseline of EVM
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. 
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
· FFS: other parameters and values if needed
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g. LS or MMSE) as a baseline, FFS ideal channel estimation

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied



Agreement (modified by May 23rd post)
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The training dataset of configuration(s)/ scenario(s), including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· The detailed list of configuration(s) and/or scenario(s)
· Other details are not precluded
Note: Above agreement is updated as follows
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following parameters are taken into the baseline of EVM
· Note: The 2nd column applies if R16 TypeII codebook is selected as baseline, and the 3rd column applies if R17 TypeII codebook is selected as baseline.
· Additional assumptions from R17 TypeII EVM Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline
· FFS baseline for potential sub use cases involving CSI enhancement on time domain
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value (if R16 as baseline)
	Value (if R17 as baseline)

	Frequency Range
	FR1 only, 2GHz as baseline, optional for 4GHz.
	FR1 only, 2GHz with duplexing gap of 200MHz between DL and UL, optional for 4GHz

	Simulation bandwidth 
	10 MHz for 15kHz as a baseline, and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz.
	20 MHz for 15kHz as a baseline (optional for 10 MHz with 15KHz), and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz

	MIMO scheme
	SU/MU-MIMO with rank adaptation.
Companies are encouraged to report the SU/MU-MIMO with RU
	SU/MU-MIMO with rank adaptation. Companies are encouraged to report the SU/MU-MIMO with RU

	Traffic load (Resource utilization)
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.



Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Baseline for performance evaluation’ in the baseline of EVM is captured as follows
	Baseline for performance evaluation
	Companies need to report which option is used between
- Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
- Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.
- FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
· Method 1: Average over all layers
· Note: [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image023(05-25-10-12-00).png] is the [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png]eigenvector of the target CSI at resource unit i and K is the rank. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image025(05-25-10-12-00).png]is the [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png] output vector of the output CSI of resource unit i. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image026(05-25-10-12-00).png] is the total number of resource units. [image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image027(05-25-10-12-00).png] denotes the average operation over multiple samples.
[image: \\Users\..\..\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image028(05-25-10-12-00).png]
· Method 2: Weighted average over all layers
· Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
· Other methods are not precluded
· FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).

Agreements of the 110 meeting
Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’, between GCS and SGCS, SGCS is adopted.

Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification
Conclusion
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:
· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
· Various sizes of CSI feedback payloads, FFS candidate payload number
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.
· Companies to report the selected configurations for generalization verification
· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, it is up to companies to choose the error modeling method for realistic channel estimation and report by willingness.
· Note: It is not precluded that companies use ideal channel to calibrate
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc.

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, the capability/complexity related KPIs, including FLOPs as well as AI/ML model size and/or number of AI/ML parameters, are to be reported separately for the CSI generation part and the CSI reconstruction part.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded

Agreements of the 110bis-e meeting

Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Traffic model’ in the baseline of EVM is captured as follows:
	Traffic model	
	At least, FTP model 1 with packet size 0.5 Mbytes is assumed
Other options are not precluded.



Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, 
· Use the target CSI from ideal channel and use output CSI from the realistic channel estimation
· The target CSI from ideal channel equally applies to AI/ML based CSI feedback enhancement, and the baseline codebook
Note: there is no restriction on model training



Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for “Baseline for performance evaluation” in the EVM table, Type I Codebook (if it outperforms Type II Codebook) can be optionally considered for comparing AI/ML schemes up to companies
· Note: Type II Codebook is baseline as agreed


Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model

Conclusion
If ideal DL channel estimation is considered (which is optional) for the evaluations of CSI feedback enhancement, there is no consensus on how to use the ideal channel estimation for dataset construction, or performance evaluation/inference.
· It is up to companies to report whether/how ideal channel is used in the dataset construction as well as performance evaluation/inference.

Conclusion 
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
· For each FP/BP loop,
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side
· Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side
· Step 3: UE side trains the CSI generation part based on the BP information from NW side
· Note: the dataset between UE side and NW side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
· Other Type 3 NW-first training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
· Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
· Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
· Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
· Other Type 3 UE-first training approaches are not precluded and reported by companies


Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)

Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods

Agreement
For evaluating the performance impact of ground-truth quantization in the CSI compression, study high resolution quantization methods for ground-truth CSI, e.g., including at least the following options
· High resolution scalar quantization, e.g., Float32, Float16, etc.
· FFS select one of the scalar quantization resolutions as baseline
· High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
· FFS new parameters
· Other quantization methods are not precluded

Agreement
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement which is optionally considered by companies, the following case is taken 
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance


Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following cases are considered for evaluations:
· Case 1 (baseline): Aligned AI/ML model structure between NW side and UE side
· Case 2: Not aligned AI/ML model structures between NW side and UE side
· Companies to report the AI/ML structures for the UE part model and the NW part model, e.g., different backbone (e.g., CNN, Transformer, etc.), or same backbone but different structure (e.g., number of layers)
· FFS different sizes of datasets between NW side and UE side
· FFS aligned/different quantization/dequantization methods between NW side and UE side
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model

Agreement
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 training between one NW part model to one UE part model
· Case 2: Type 2 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· Case 3: Type 2 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS N NW part models to M UE part models
· FFS different quantization/dequantization methods between NW and UE
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
· FFS: companies to report the training order of UE-NW pair(s) in case of M UE part models and/or N NW part models
· FFS: whether/how to report overhead

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations
· Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit
· Companies to report the raw channel is in frequency domain or delay domain
· Precoding matrix
· Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
· Other input/output types are not precluded
· Companies to report the combination of input (for CSI generation part) and output (for CSI reconstruction part), 
· Note: the input and output may be of different types


Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· UE velocity vector is assumed as fixed over time in Procedure A modeling

Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for the calculation of intermediate KPI, the following is considered as the granularity of the frequency unit for averaging operation 
· For 15kHz SCS: For 10MHz bandwidth: 4 RBs; for 20MHz bandwidth: 8 RBs
· For 30kHz SCS: For 10MHz bandwidth: 2 RBs; for 20MHz bandwidth: 4 RBs
· Note: Other frequency unit granularity is not precluded and reported by companies
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