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In this contribution, we summarize issues regarding AI/ML general aspects agenda in RAN1 #111. 
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Summary of contributions in RAN1#110-bis-e
Definitions of terms, symbols and abbreviations
CAICT:
Proposal 1: The definitions of model selection, model registration, model update have high priority than model configuration and model deployment.


Proposals for changes

Ericsson:
[bookmark: _Ref111109695]Table 5: Proposed update of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics, inference, and performance monitoring.

	AI/ML model training
	A process that uses featured data in terms of training and validation datasets to train an AI/ML model.

	AI/ML model testing
	A stage after the model training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model Inference
	A process of using a deployed AI/ML model to produce a set of outputs based on a set of featured inputs

	
	



New terminologies 
CAICT:
Proposal 2: Separate training and joint training could be added to terminology list.

Ericsson:
	Data validation
	Drift detection of input data used for making inference to observe any statistical measure differences from the training datasets.



Lenovo:
	Model adaptation
	A generic term referring to adapt an AI/ML model including model switching, model (de-)activation, model update and model selection.




General AI/ML Framework
Description of the stages of Machine Learning 

Collaboration levels 

MediaTek:
Proposal 15: Confirm that if there is model transfer over the air interface either through CP or UP, it is considered as Level z and not transparent to 3GPP signaling over air interface. 

AT&T:
[bookmark: OLE_LINK8]Proposal 1: Confirm the working assumption from RAN1#110bis-e for the collaboration level y/z boundary definition.  

NTT DOCOMO:
Proposal 1: Define NW-UE collaboration level based only on signalling perspective.
Proposal 2: No need to define the sub-level of NW-UE collaboration level.
Proposal 3: Prioritize NW-UE collaboration level y for each sub use case discussion until the feasibility of NW-UE collaboration level z is confirmed in AI 9.2.1.
Huawei:
Proposal 10: Keep the current levels x/y/z and do not create the sub-levels, while model training/updating/inference can be studied with independent dimensions from collaboration level.

Proposal 11: Further study the following two types of model inference:
· One-sided model inference
· Two-sided model inference

Samsung:
Proposal #2:  Confirm the working assumption regarding the boundary for collaboration level y-z by clarifying “ transparent to 3gpp signalling” as follows
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
Clarifying note: Level y includes cases without model delivery. 
Clarification note2: “transparent to 3GPP signalling” means neither the model delivery nor the model delivery related signaling is supported via control plane. 
Proposal #3:  Further define sub-levels for Level x and Level y for one-sided and two-sided models as
Level x: No collaboration
Level y-1: Signalling-based collaboration for one-sided model without model transfer
Level y-2: Signalling-based collaboration for two-sided model without model transfer
Level z-1: Signalling-based collaboration for one-sided model with model transfer
Level z-2: Signalling-based collaboration for two-sided model with model transfer

OPPO:
Proposal 2: Stop discussion on gNB-UE collaboration levels in AI9.2.1, and leave the further refinement of the collaboration levels to the agenda item of each use case.
Intel:
Proposal-2: Consider the following network – UE collaboration levels as an enhancement to the agreed collaboration levels (split Level-1 and Level-2 of last agreement)
1. Level 0: No collaboration
1. Level 1a: Signalling-based collaboration for single-sided model without model transfer
1. Level 1b: Signalling-based collaboration for two-sided model without model transfer
1. Level 2: Signalling-based collaboration for two-sided model with model transfer

Google:
Proposal 1: Do not confirm the working assumption on level y-z boundary and maintain the level y-z boundary based on the agreement in RAN1 #109.

CATT:
Proposal 5: Model transfer in collaboration Level z can use the following model delivery formats:
· Proprietary format, e.g. vender-specific run-time image,
· 3GPP-adopted open MRF, e.g. ONNX,
· 3GPP-standardized MRF, i.e. an MRF developed by 3GPP,
as long as: 
· The format is supported by both UE and network, 
· The format is delivered along with sufficient model description information.

Proposal 6: Confirm the following understanding of collaboration levels and LCM:
· For an AI/ML model in collaboration Level x, the LCM is outside 3GPP;
· For an AI/ML model in collaboration Level y, the delivery of model (if any) is transparent to 3GPP OTA signaling, but standardized LCM within 3GPP (excluding at least model transfer) is enabled by model registration.
· For an AI/ML model in collaboration Level z, standardized LCM within 3GPP is supported. Model transfer can use specified or non-specified model delivery format, as long as the format is supported by both UE and network and sufficient model description information is provided.

Spreadtrum Communications:
Proposal 1: Confirm the working assumption on the definition of Level y-z boundary.

Sony:
Proposal 1: RAN1 should prioritise the study of collaboration level y&z between transmitter and receiver to identify issues and solutions.

CMCC:
Proposal 1: Confirm the working assumption on Level y-z boundary.
·  Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
·  Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
·  Clarifying note: Level y includes cases without model delivery.

NVIDIA:
Proposal 2: RAN1 to further clarify the meaning of “dedicated AI/ML-specific enhancement.” 
· For example, if RAN1 introduced the feature that “UE to report the measurement results of more than 4 beams in one reporting instance” for AI/ML based beam management, would the feature be qualified as “dedicated AI/ML-specific enhancement”?
InterDigital:
Proposal 1: High level classification of collaboration levels x, y and z are sufficient for discussion at the study item level. 
Proposal 2: Collaboration levels x, y, z can be combined with other terminologies e.g., UE side model, NW side model, two-sided model etc. to characterize specific deployments, if needed.
Proposal 7: Confirm the working assumption on the definition of Level y-z boundary.

Lenovo:
Confirm the working assumption on the Level y-z boundary definition.
To facilitate the discussion on the potential specification impacts, the sub-levels in collaboration Level y/z could be further considered, according to which kind of signaling needs to be collaborated for which kind of AI/ML operations.
[bookmark: _Toc100594399][bookmark: _Toc100594713][bookmark: _Ref101190471][bookmark: _Toc100594525]Further identify the sub-levels of Network-UE collaboration according to the signals needed for different AI/ML functions, data collection, model management and/or model inference, as:
- Level y0: Signaling-based collaboration for data collection without model transfer
- Level y1: Signaling-based collaboration for model management without model transfer
- Level y2: Signaling-based collaboration for both model management and inference operation without model transfer
- Level z1: Signaling-based collaboration for model management with model transfer
- Level z2: Signaling-based collaboration for both model management and inference operation with model transfer.
LG:
Proposal #8. Consider two different cases of Level y:
· Case y-1: either NW or UE has AI/ML capability
· Case y-2: both NW and UE have AI/ML capability
Proposal #9. Consider two different cases of Level z:
· Case z-1: one-sided model
· Case z-2: two-sided model

Rakuten Mobile:
Proposal 2
Confirm the following working assumption:
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.


Proposal 3 
Further clarification of the AI/ML collaboration Level y includes:
· Level y-1: NW based AI/ML application
· Level y-2: Dual-sided AI/ML application
· Level y-3: UE based AI/ML application
The above clarification can be independently defined as framework, instead of clarification of the collaboration levels.


Proposal 4
For collaboration level z, controllable model parameters should be aligned with collaboration level y.

NEC:
Proposal 1: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.


FL comment 4-1 (repeating FL comment 3-6 from the last meeting):
Some companies want to confirm the current 3 collaboration levels, some other companies want to define sub-levels, and some other companies want to define additional collaboration levels via other aspects (e.g., one-sided or two-sided models). It will be hard to reach an agreement on this. The FL’s suggestion is to leave the current collaboration levels x,y,z as is for now, and revisit them after LCM discussion is sufficiently progressed, at which point the group can discuss how to capture the LCM agreements into collaboration levels. In particular, it is well acknowledged that one-sided and two-sided models have very different LCMs. Whether we explicitly capture it into collaboration level or in another form can be discussed later. At the current stage, the FL does not see further definition of collaboration levels helping the progress of the study.

	Company
	Comments

	Nokia
	Ok to keep the current collaboration levels as it is. 

	Fujitsu
	We share the similar view as FL’s.

	Panasonic
	We agree FL view.

	CATT
	Share the same view as FL.

	NTT DOCOMO
	Support the moderator’s plan

	ZTE
	Don’t need to define sub-levels for now.

	Ericsson
	Ok with FL view

	Mediatek
	OK to keep current collaboration levels as it is, although we support to consider on-sided and two-sided model in the collaboration levels. 

	ETRI
	OK.




[FL1] Proposal 4-2:
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Confirm the following understanding of collaboration levels and LCM:
· For an AI/ML model in collaboration Level x, the LCM is outside 3GPP;
· For an AI/ML model in collaboration Level y, the delivery of model (if any) is transparent to 3GPP OTA signaling, but standardized LCM within 3GPP (excluding at least model transfer) is enabled by model registration.
· For an AI/ML model in collaboration Level z, standardized LCM within 3GPP is supported. Model transfer can use any model delivery format (including vendor-/device-specific proprietary format, open format such as ONNX, or any other format of choice), as long as the format is supported by the target device and sufficient model description information is provided to allow LCM.

	
	Yes
	No

	Agree?
	 Panasonic, CATT, KDDI
	

	Company
	Comments

	vivo
	Fine with further clarification. Not sure whether model registration is always needed. We can make the description more generic.
· For an AI/ML model in collaboration Level x, the LCM is outside 3GPP;
· For an AI/ML model in collaboration Level y, the delivery of model (if any) is transparent to 3GPP OTA signaling, but standardized LCM other than model transfer may potentially have impact to  within 3GPP (excluding at least model transfer) is enabled by model registration.
· For an AI/ML model in collaboration Level z, standardized LCM within 3GPP is supported. Model transfer can use any model delivery format (including vendor-/device-specific proprietary format, open format such as ONNX, or any other format of choice), as long as the format is supported by the target device and sufficient model description information is provided to allow LCM.



	CAICT
	Agree in principle. 

	Nokia
	Not clear any clarifications needed on this. Model registration mentioned in the proposal, but it is not yet defined. Vivo’s suggestion on the second bullet makes sense to us. Not sure any details need to be defined on the level-z without studying/understanding model transfer formats. 

	Xiaomi1
	Firstly, we agree the current collaboration level definition
As for the understanding, we have the following comments
· For collaboration level y, whether model registration is always enabled needs further discussion since the clear definition of model registration is not agreed and we don’t reach consensus about in which scenario model registration is needed. From this point, we are OK with vivo’s update 
· As for level z,  since there is not fully study on the pros and cons for the delivery format, it is premature to conclude any format can be supported. So we prefer to put FFS on the delivery format 

	Huawei, HiSilicon
	For level y, LCM with in 3GPP is not necessary enabled by model registration, for example, the network-side model does not need model registration. 
For Level z, there is no need to list the candidate model formats as the feasibility for some of them are still under discussion. Remove the examples would not impact the intention of the last bullet.
· For an AI/ML model in collaboration Level y, the delivery of model (if any) is transparent to 3GPP OTA signaling, but standardized LCM within 3GPP (excluding at least model transfer) is enabled by model registration.
· For an AI/ML model in collaboration Level z, standardized LCM within 3GPP is supported. Model transfer can use any model delivery format (including vendor-/device-specific proprietary format, open format such as ONNX, or any other format of choice), as long as the format is supported by the target device and sufficient model description information is provided to allow LCM.


	Fujitsu
	We think the boundary between level x and level y and the boundary between level y and level z had been clarified in the previous meeting, why further clarifications are still needed?

	Lenovo
	We are generally fine with the proposal, and have the following comments on each sub-bullet:
· To be generic, we agree with vivo’s update, since model registration needs for further discussion;
· Agreed, since for the model in Level z, if the model has a vendor-/device-specific proprietary format, the network still needs sufficient information to facilitate LCM.

	CATT
	This figure and proposal are proposed by our contribution. We think the model registration is important at least for Level y for UE-sided model and model description information is necessary for model registration and model transfer. 

	NTT DOCOMO
	For UE side model, we support the principle. For NW side mode, model registration might not be necessary.

	ZTE
	We don’t see the need to have this proposal. As clarified in last meeting, the boundaries between different collaboration levels are already clear. Model transfer, model registration and model format can be further discussed even without this proposal.

	Ericsson
	We think it is sufficient with the clarifications in previous meeting.

	Mediatek
	Generally fine with the proposal, except that we think for both collaboration level y and z, model description information should be provided to enable LCM.
 In order to address other companies’ concern, we can keep model registration in level y as FFS.
· For an AI/ML model in collaboration Level y, the delivery of model (if any) is transparent to 3GPP OTA signaling, but standardized LCM within 3GPP (excluding at least model transfer) is supported enabled by model registration. FFS on whether model registration is needed for level-y and how it is performed if needed. 


	Samsung
	Agree with vivo’s update. This can also be discussed after having common understanding on ‘model registration’ .

	ETRI
	We share similar view with Nokia and Xiaomi.




ML model Life Cycle Management


	RAN1 #110 Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 





Qualcomm:
Proposal 14: Consider the following two LCM granularities for AI/ML framework development.
· Model-level LCM (common for a group of UEs): data collection for training, model development, training, compiling, registration, monitoring (at a model level)
· UE-level LCM: model delivery, inference, activation, deactivation, switching, selection, fallback, monitoring (at a UE level)

NTT DOCOMO:
Proposal 9: Consider the LCM framework with online training and offline training, separately. 

Intel:
Proposal-1: The following functional frameworks are proposed based on NW-UE interaction
1. Single sided model at NW (identical to RAN3 with small air-interface impact)
1. Single sided model at UE (identical to RAN3 with small air-interface impact)
1. Two-sided model (more significant air-interface impact)

ZTE:
Proposal-3: Consider defining a Model LCM flow chart based on the agreed terminologies of data-collection, model training, model deployment, model registration, model selection/activation/deactivation, model inference, model monitoring, model update and model transfer 

Futurewei:
Proposal 1: Take the function framework in TR 38.817 (RAN3 Functional Framework) as the starting point and refine it based on RAN1 needs. It can be continuously refined based on RAN1 progress.

CATT:
Proposal 3: Compared to RAN3 framework, model management becomes much more complicated and should be considered carefully in RAN1 framework.
Proposal 4: Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.

Spreadtrum Communications:
Proposal 3: The general framework of TR37.817 (i.e., Section 4 of TR37.817) also can be as the starting point of AI functional framework for the study. Further enhancements also can be considered if needed.

TCL communication:
[bookmark: OLE_LINK702][bookmark: OLE_LINK701][bookmark: OLE_LINK673][bookmark: OLE_LINK674]Proposal 1: A new common functional framework of AI/ML for air-interface need to be studied.
Proposal 2: A common functional framework of AI/ML over air-interface may include the following functions: data collection, model training. model inference, model monitoring and actor.

ETRI:
Proposal 1: For the LCM of AI/ML model in NR air interface, study the model management after model deployment first, including:
· Model performance monitoring
· Model activation/deactivation

CMCC:
[bookmark: _Hlk111200615]Proposal 13: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed can be studied.

NVIDIA:
Proposal 1: The defining stages of AI/ML related algorithms, including the model generation, e.g., model training (including input/output, pre-/post-process, online/offline, etc.), model validation, model testing, the model inference operation, e.g., input/output, pre-/post-process, and the associated complexity, needs to be analysed case by case.

Proposal 8: Coordinate with SA5 on AI/ML model life cycle management.

Lenovo:
[bookmark: _Hlk115337855]Introduce a baseline high-level functional framework, including three main AI/ML functions - data collection, model management and model inference.
Introduce a general procedure of AI/ML model LCM with relevant modules including model generation, registration (if applicable), deployment (if application), inference, monitoring and adaptation (i.e., switching and/or updating).

LG:
Proposal #1: Adopt the 4 functions and their relation defined in TR37.817 as a starting point for AI/ML functional framework.
· The functional framework may be modified later based on the progress of LCM
Proposal #2: AI/ML model can be categorized based on different scenarios in that which entity (i.e. either UE or NW) has which AI/ML function(s). 

Proposal #3: Define the following three stages of AI/ML algorithms
· Model training & deployment stage 
· Model inference stage
· Model monitoring & update stage

FL comment 4-3:
We will capture the general AI/ML framework after further progress in the LCM discussions. The above proposals are noted.

	Company
	Comments

	Nokia
	Fine with us. Some more discussion is needed on LCM prior identifying a general framework. 

	Fujitsu
	OK

	Panasonic
	We are ok with the proposed working method.

	CATT
	We are fine with it.

	NTT DOCOMO
	OK

	ZTE
	Agree with moderator.

	Mediatek
	Agree in principle. 

	Samsung
	OK.

	ETRI
	OK.



Data collection 
FUTUREWEI:
Proposal 2: When studying data collection from two directions, study the method of indicating the capabilities of one side to the other side, in a way that reflect its AI/ML capabilities. In addition, study the mechanisms of reducing the size of data needs to be transmitted over the air interface in order to balance the performance and the overhead.

Huawei, HiSilicon:
Proposal 2: Study the potential spec impact of data collection from realistic networks for supporting the LCM of AI/ML model, including at least:
· Enhanced/dedicated RS design
· Enhanced UE measurement/report
· Signaling for indicating/requesting data collection

Proposal 3: Study the following aspects to improve the quality of dataset during data collection:
· Improving the quality of data samples, e.g., improving the accuracy of the measured labels
· Indicating the quality requirement of data samples to be reported

Proposal 4: Study the potential spec impact of delivering dataset via air-interface, including at least the size of the dataset, format of data samples, type(s) of the data sample, etc.

Proposal 5: The study of the assistance information, if needed, should avoid the disclosure of propriety information.

vivo
Proposal 29:	 Study L1, L2 and L3 reporting of collected data.

Proposal 30:	 Study options for interactions between different entities for data collection, e.g., the interactions between UE, gNB, LMF, NWDAF, etc.

Proposal 31:	 Study the following two kinds of data collection from overhead and latency perspective. 
· Direct collection of raw data over air-interface
· Techniques to reduce data collection overhead should also be studied
· Collection of data characteristics/statistics over air interface

Proposal 32:	 Study the following assistance information for data collection:
· General description of collected data, such as purpose, size and configuration;
· UE hardware information (meta data), such as antenna information;
· Environment information, such as cell ID, scenario ID and SNR.

Proposal 33: Study the two following reporting formats for a large number of collected data samples:
· Large number of samples in one report with low reporting frequency;
· Small number of samples in one report with high reporting frequency.

Proposal 34:	 Study the data compression for multiple samples in collected data reporting.

Proposal 35:	 Study the periodic, semi-persistence, aperiodic and event triggered collected data reporting.

Proposal 36:	 Study how to overcome the impact of noisy or imperfect labels.

Proposal 37: Study ways for UE to report its capability for data collection regarding expected pre-processing, data storage, feature extraction and report for data collection.

ZTE
Proposal 1: For purposes of data collection on online field data, further study:
•	Signaling enhancements on configurations of reference signals and measurement report;
•	Signaling enhancements to interact assistance information between UE side and network side;
•	Enhance existing measurements or define new measurement types to increase reliability of collected data.

Proposal 2: For dataset delivery between network side and UE side, further study:
•	Dataset delivery for model training, model monitoring, and model update;
•	Whether and how to support dataset delivery on 3GPP signaling over air interface.

Google:
Proposal 2: Rel-18 should prioritize the data collection for model interference, model monitoring and model selection, and the data collection for model training and update should be deprioritized.

Ericsson:
Proposal 6: RAN1 to provide guidance to RAN2 on data delivery alternatives and requirements for NW-side first training in sequential training of two-sided models.

Proposal 15: Recommend an RRC-message based data collection framework to support UE performing data logging/collection and reporting the collected data to NW for model training.

Proposal 16: Recommend RAN2 to study specific details of an RRC-message based data collection framework to support UE performing data logging/collection and reporting the collected data to NW for model training

Proposal 17: Study in RAN1 the requirements of data collection for model inference per AI on PHY use case.

Proposal 18:	Recommend both an RRC-message based and L1 fast (i.e., similar to aperiodic CSI reporting) based data collection methods for model monitoring.

Proposal 19: RAN1 to study specific requirements on from a RAN1 perspective on RRC-message based data collection method for model monitoring. When conclusions are reached on the requirements RAN1 would indicate that to RAN2 that can study the corresponding RAN2 aspects.

Proposal 20: RAN1 to study specific requirements and specification impacts of an L1 fast CQI reporting based data collection method for model monitoring.

Part of Proposal 21: Update the terminologies according to table below
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics, inference, and performance monitoring.




Xiaomi:
Proposal 2: Study the specification impact of data collection from the following aspects
· Data collection for model training/model update on proprietary server in both offline manner and online manner 
· Data collection for model training/model update on 3GPP entity in both offline manner and online manner

TCL Communication:
Proposal 4: As a step of data collection, the quantization can be done with different requirements for different purposes.

CMCC:
Proposal 3: For data collection, study the potential spec impact of dataset delivery based on 3GPP signaling.

Proposal 4: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.

NVIDIA:
Proposal 9: For AI/ML LCM, study potential specification impact related to data collection for different purposes, including model training, model inference, model monitoring, model selection, model update, etc.

Proposal 10: For AI/ML model training in each NR air interface enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.

Lenovo:
Proposal 4: 	Study the data (set) delivery scheme(s) based on 3GPP air interface signaling for 	the AI/ML approaches without model transfer.


NTT DOCOMO:
Proposal 10: Assistance signalling including scenario/configuration ID should be assumed for dataset collection, model training, and model inference of scenario/configuration-specific AI models.

Apple:
Proposal 3: For one sided model without model transfer, when the training and inferencing is at the NW, additional UE report can be studied per use case if needed. Other LCM aspects are up to implementation.

Samsung:
Proposal#11: Study the following two directions of data collection where applicable, assess their pros and cons and specification impact:
· Network-side data collection and assistance information from UE
· UE-side data collection and assistance information from network

Proposal#12: Study per each use case the feasibility/frequency/overhead of dataset collection before designing the dataset sharing framework


Qualcomm:
Proposal 1: RAN1 should not be concerned on how and to which entity the data is collected, but rather focus on what data should be collected, where the data originate (i.e., source), and where the data should be finally made available for model development and training (i.e., destination).

Proposal 2: Regardless of how and where training data has been collected, the training data should be made available to the vendor(s) responsible for model development.

Proposal 3: Regardless of how and where training data has been collected, the training data should be made available to vendor(s) implementing the device(s) where the AI/ML model inference runs.

Proposal 15: During data collection, data should be tagged with sufficient meta information in order to allow exploring various model development decisions, such as developing a set of specific models. Meta information may come from both NW side and UE side.

Proposal 16: For UE-side models and two-sided models, appropriate meta information (such as zone ID, scenario ID, and configuration ID) should be provisioned to the UE side to enable data tagging and model development/training.

Proposal 17: Data collection need for real-time model monitoring, switching, and selection should be evaluated and justified first by each use case, taking OTA overhead into account. Methods without data collection should be favored.


MediaTek:
Proposal 1: The mechanisms for data collection, model training, model monitoring and model inference are use case specific and studied for each use case.

Proposal 3: Data collection comprises multiple functional entities serving for different purposes of functions. The functional entity of data collection is co-located with the function for which the dataset is used.

Proposal 4: Study following mechanisms and combination of them for data collection:
· Utilize L1/L3 measurement and report procedure, 
· Utilize procedure particular for data collection request and control.

Proposal 5: Study the proprietary way, 3GPP specified way and combination of them for dataset exchange for two-sided model Type 3 training.

Nokia:
Proposal 4: To overcome the vendor-specific training data limitations and ensure that a robust, yet vendor-specific ML model can be trained with sufficient accuracy, vendor-specific data needs to be artificially diversified and enlarged, before used for training a vendor-based ML model. RAN1 to study how UE vendor-specific data can be diversified by means of sharing assistance data across UE vendors.

Proposal 5: Dataset delivery over the NR air interface should be minimized (avoided as much as possible).

NEC:
Proposal 5: For model monitoring based on inference accuracy, study methods of ‘ground truth’ data collection. Study whether and how the legacy CSI framework, BM framework and positioning framework can provide ‘ground truth’ for model monitoring.

Proposal 6: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training (including fine-tuning) and model inference.


[FL1] Proposal 4-4
	Conclusion from RAN1 #110bis-e
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)



Study the requirements and potential specification impact related to data collection for model monitoring separately from data collection for model training/update. 

	
	Yes
	No

	Agree?
	 Panasonic, DCM, KDDI
	Huawei, HiSilicon

	Company
	Comments

	vivo
	We need more understanding on how model monitoring is done for each use case before agreeing on above proposal.

	CAICT
	We are not sure that some data for model monitoring should not be part of dataset for model training. 

	Nokia
	Model monitoring may also done without any data collection stages to our reading. So, it is better to study more on model monitoring prior this. 

	Xiaomi1
	Since the required amount of the collected data is different between the model training/update and model monitoring, and maybe the latency requirement is also different, we are OK with FL’s intention 

	Huawei, HiSilicon
	Not clear the intention of the proposal. In our understanding, in some cases, how to use the collected data can be implementation. E.g., gNB triggers the data collection, UE just report the data samples accordingly, while whether such data samples are used for training or monitoring is transparent to UE.
We share the similar view the linkage of data collection with monitoring can be studied by per use cases.

	Fujitsu
	Data collection for model monitoring can be taken as a (near)real time behavior, which would be different from data collection for training (if offline training is of th main interest.)
So, we are fine with the proposal.

	CATT
	We think the detail spec impact can be discussed in each use cases.

	ZTE
	No need to have this proposal. Anyway, we have to study how to obtain data for model training. As already agreed, ‘ each may be done with different requirements and potential specification impact’.

	Mediatek
	Agree with vivo that we need more understanding on how model monitoring is done.

	Samsung
	Fine in principle. In general, the data collection can be divided in two categories. One for ‘online’ use such as model monitoring, inference and for ‘offline’ use such as model monitoring and update. Clearly, the two categories have different requirements, e.g., latency. 

	ETRI
	We support to study data collection for model monitoring since it is needed for LCM regardless of training options (e.g., offline or online training). For example, if the monitoring metric is inference accuracy, how to obtain ground truth should be discussed. If other companies have concerns on “separation”, it would be better to remove that part for the progress. 
Study the requirements and potential specification impact related to data collection for model monitoring separately from data collection for model training/update. 




[FL1] Proposal 4-5
Adopt the following terminology:
· Model scope: The applicability conditions where a model is expected to be used for inference. e.g., NW-side scenario, configuration, cell IDs, zone IDs, UE-side scenario, device type, etc.

	
	Yes
	No

	Agree?
	 
	Huawei, HiSilicon

	Company
	Comments

	vivo
	Seems not needed for defining such terminology. 
Related discussion can be conducted without this terminology.   

	CAICT
	We can understand the motivation to define model scope. Model scope to our understanding is more related to model operation scenario. 

	Nokia
	not needed. Is not this somewhat also refer to the discussion on model ID (we prefer to say functionality ID) and associated information/ details of the functionality?

	Huawei, HiSilicon
	No need to define this terminology. The applicability of a specific model can be part of implementation.

	Fujitsu
	We also think it is unnecessary to have this terminology. If needed, model applicability can be used.

	Panasonic
	Such terminology may be necessary, but this can be clarified related to "Proposal 4-12" of Model description. Therefore, we propose to discuss this after "Proposal 4-12".

	CATT
	We share the same view as vivo.

	ZTE
	Not necessary to have this terminology. We can have further discussion in model registration regarding the model description information.

	Ericsson
	We think the applicability of a specific model can be part of the registration discussion. 

	Mediatek
	[bookmark: OLE_LINK7]We are also not convinced to have this term. Can the applicability condition be considered as one part of model description?

	Samsung
	What does the network and UE-side scenarios mean? Is network-side scenario mean scenario that applies to all UEs in the network, such as deployment scenario?

	ETRI
	We share view with vivo and Nokia.




[FL1] Proposal 4-6
Study assistance signalling for data collection, model development, and inference for the purpose of determining the scope of the model, including:
· UE-side meta information, e.g., UE-side scenario, device type, etc.
· NW-side meta information, e.g., NW-side scenario, configuration, cell ID, etc.
· For one-sided model, for data collection, model development, and inference at the UE-side
· Assistance signalling from NW to UE
· For one-sided model, for data collection, model development, and inference at the NW-side
· Assistance signalling from UE to NW
· For two-sided model:
· Assistance signalling from UE to NW and from NW to UE
· The meta information from UE-side and NW-side associated with the collected data are made available to the model development and training entities
Note: The study should consider the feasibility of disclosure of propriety information

	
	Yes
	No

	Agree?
	 
	Huawei, HiSilicon

	Company
	Comments

	vivo
	Fine with the following update.
Study necessity and content of assistance signalling for data collection, model development, and inference for the purpose of determining the scope of the model, including:
· UE-side meta information, e.g., UE-side scenario, device type, etc.
· NW-side meta information, e.g., NW-side scenario, configuration, cell ID, etc.
· For one-sided model, for data collection, model development, and or inference at the UE-side
· Assistance signalling from NW to UE
· For one-sided model, for data collection, model development, and or inference at the NW-side
· Assistance signalling from UE to NW
· For two-sided model:
· Assistance signalling from UE to NW and from NW to UE
· The meta information from UE-side and NW-side associated with the collected data are made available to the model development and training entities
Note: The study should consider the feasibility of disclosure of propriety information


	CAICT
	Fine in principle, but we think there should be more information related to “the scope of the model”.  We are also fine with vivo’s update.

	Nokia
	Some more discussion may be needed on this. Ok with the direction.
Model development is not required to be discussed as it shall be an offline process.
Meta information shall be just “information” as we discuss 3GPP signalling and related parameters.  
 Some changes are suggested as below, 
Study assistance signalling for data collection, model development, and inference for the purpose of determining the scope of the model, including:
· UE-side meta information, e.g., UE-side scenario, configurations, parameters, device type, etc.
· NW-side meta information, e.g., NW-side scenario, configuration,  parameters, cell ID, etc.
· For one-sided model, for data collection, model development, and inference at the UE-side
· Assistance signalling from NW to UE
· For one-sided model, for data collection, model development, and inference at the NW-side
· Assistance signalling from UE to NW
· For two-sided model:
· Assistance signalling from UE to NW and/or from NW to UE
· The meta information from UE-side and NW-side associated with the collected data are made available to the model development and training entities
Note: The study should consider the feasibility of disclosure of propriety information


	Xiaomi1
	· We support vivo’s update
· In addition, since the terminology of model development is not agreed, we propose to put an bracket to the model development. 
· As for the note, we prefer the following update 
Note: The study should consider the feasibility of disclosure of propriety information
Note: The proprietary/privacy information should not be disclosed
In summary, the following is our suggestion on the update on top of vivo’s revision 

Study necessity and content of assistance signalling for data collection, [model development], and inference for the purpose of determining the scope of the model, including:
· UE-side meta information, e.g., UE-side scenario, device type, etc.
· NW-side meta information, e.g., NW-side scenario, configuration, cell ID, etc.
· For one-sided model, for data collection, [model development], and or inference at the UE-side
· Assistance signalling from NW to UE
· For one-sided model, for data collection, [model development], and or inference at the NW-side
· Assistance signalling from UE to NW
· For two-sided model:
· Assistance signalling from UE to NW and from NW to UE
· The meta information from UE-side and NW-side associated with the collected data are made available to the [model development]and training entities
Note: The study should consider the feasibility of disclosure of propriety information
Note: The proprietary/privacy information should not be disclosed


	Huawei, HiSilicon
	The motivation of introducing additional ID information from NW side needs to be clarified.
NW-side meta information, e.g., NW-side scenario, configuration, cell ID, etc. 
If the “configuration ID” means RRC configurations, e.g., CSI-RS configurations, the UE can naturally obtain such RRC configurations without additional information.
If the “configuration ID” is kind of antenna layout/TxRU mapping information or deployment information, it is still part of the Network/MNO proprietary if the UE side needs to know the interpretation of the ID.
If the “scenarios ID” is kind of area/zone information, the UE can already obtain the geographic position with its own positioning functionality without being notified by gNB. 
Cell ID in terms of PCI is also already know by UE, so it is legacy information.
For the UE side information, it is not clear what does “UE-side scenario” include; for “device type”, as MNO can obtain the IMEI in legacy, it is not clear what additional type info. Is needed.


	Fujitsu
	Model development is not a procedure in the agreed LCM list and there is no terminology for it.  The revision of Nokia is acceptable for us.

	Panasonic
	Although it looks ok, the related aspects would be clarified by the other discussion like section 2.2.3.4. Therefore, we don't see the urgency to agree this.

	CATT
	We wonder what the meaning of model development is. We should first discuss the definition of model development before discuss this proposal.
We are fine with Nokia’s updates.

	ZTE
	Fine with the direction.
· Prefer Nokia’s revision as it’s more general.
· Let’s only focus on data collection as we already agreed that ‘Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update’
· Aside from assistance signaling, we also think measurement enhancement for data collection is very important, which should also be discussed in a separate proposal.

	Ericsson
	Share the view that the “scope of the model” is not needed. Ok with the revision from Nokia, the term “meta” information can be discussed at a later stage. 

	Mediatek
	We support Xiaomi’s revision. 

	Samsung
	It is not clear to us which entity is providing the assistance information. is it the entity wherein the proprietary model is located at? 

	ETRI
	We want to understand this proposal more clearly. What is the difference between meta information and assistant signaling? If FL’s intention is to discuss meta information and assistant signaling separately, the definition of meta information and assistant signaling should be needed for the discussion.



Model development and training
Qualcomm:
Proposal 5: UE-side AI/ML models (and UE-part of two-sided AI/ML models) need to be designed and optimized in a device-specific manner before deployment.

Proposal 6: A UE-side AI/ML model (or UE-part of a two-sided AI/ML model) is converted into an executable before delivery to the UE.

Proposal 7: UE-side AI/ML models (and UE-part of two-sided AI/ML models) should be pre-tested by the target device vendor.

Proposal 8: Model development, training, storage, and delivery options need to consider feasibility of disclosing proprietary model information to the other side.

Proposal 9: Model development and training options should strive for the principle of engineering isolation, i.e., confining engineering effort needed for a new chipset/UE development to the given chipset/UE vendor.

Proposal 10: For the UE-side models (and UE-part of two-sided models), RAN1 should assume that the model (or UE-part) is developed, trained, pre-compiled, and fully tested at non-3gpp entities (such as a UE/chipset vendor’s proprietary server), before being delivered to UE. The model in a target-specific pre-compiled format may be delivered either in out-of-band manner (if stored at non-3gpp entity) or via 3gpp signaling (if stored at 3gpp entity).
Proposal 11: For UE-side models, input to the model does not need to be specified.


Huawei, HiSilicon:
Proposal 6: The discussion of online/offline training should be decoupled with whether the data collection/dataset delivery is performed via air-interface or non-air-interface.

Proposal 7: For the study of one-sided AI/ML model, model training without model transfer should be considered as a starting point, i.e.,
· On-Network training for Network-side model
· On-UE training for UE-side model

vivo:
Proposal 1:	Collaboration level z can be used to facilitate zone specific model development.

Proposal 38:	Study the feasibility and necessity of defining model training capability, regarding latency of model training, dataset size for model training, etc.

Google:
Proposal 3: Model training should focus on offline training in Rel-18, where more than one models can be trained with regard to different scenarios and use cases.

Proposal 4: For 1-side mode, Rel-18 SI should consider the following cases:
· Case 1a: The model is trained in NW side
· Case 1b: The model is trained in UE side.

Spreadtrum Communications:
Proposal 4: For model training for one-sided model, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity

Proposal 5: For one-sided AI/ML model, model training and model inference at the same side should be considered as a starting point, i.e.,
· Network-side training for Network-side model
· UE-side training for UE-side model

Proposal 6: Offline AI/ML model training is the first priority.

Ericsson:
Proposal 4: Prioritize offline training in Rel-18

Part of Proposal 21: Update the terminologies according to table below
	Terminology
	Description

	AI/ML model training
	A process that uses featured data in terms of training and validation datasets to train an AI/ML model.



Xiaomi:
Proposal 3: Prioritize the study of offline training in Rel-18

Oppo:
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.


NTT DOCOMO:
Proposal 9: Consider the LCM framework with online training and offline training, separately.

CAICT:
Proposal 2: Separate training and joint training could be added to terminology list.

Panasonic:
Proposal 2: AI/ML model in level x and y are trained via offline or by the other UEs. AI/ML model in level z can be online trained model with the information available within RAN/CN nodes.

Nokia:
Proposal 6: RAN1 to prioritize model training at one side (UE or NW) without model exchange and consider only the following aspects of LCM: model monitoring, switching, activation/deactivation (fallback) of ML functionality.


[FL1] Proposal 4-7:
Model development, training, storage, and delivery options need to consider:
· Feasibility of disclosing proprietary model information to the other side
· Requirements on privacy-sensitive dataset sharing.

	[bookmark: _Hlk119084209]
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	CAICT
	We don’t see the necessary to have this assumption for all cases.

	Nokia
	This is not needed. Anyways an offline process. 

	Huawei, HiSilicon
	The definition of “privacy-sensitive dataset” may need to be clarified. As per our knowledge, the data samples for CSI and BM are all channel related info. and does not involve the user privacy; for Positioning, the data sample of UE coordinate is collected by LMF, so it is also immune from the privacy issue. If the intention of this sub bullet means other privacy info such as UE location for the CSI/BM cases, we agree that such user privacy data should not be included in the dataset.

	Fujitsu
	Similar view as Nokia. Considering it belongs to offline engineering, we also think no need to have this proposal.

	CATT
	We think the proprietary and privacy information should not be disclosed to the other side.

	ZTE
	This is not needed, which can be discussed per LCM procedure.

	Ericsson
	This should be discussed as part of data collection

	Samsung
	Ok.

	ETRI
	We also think that this is not necessary.




[FL1] Proposal 4-8
For one-sided model, model training and inference at the same side should be considered as a starting point:
· Network-side training for network-side model
· UE-side training for UE-side model

	
	Yes
	No

	Agree?
	 Huawei, HiSilicon, Panasonic, DCM, Ericsson
	

	Company
	Comments

	vivo
	We don’t see the need for defining such starting point.

	CAICT
	Not support. We also don’t see the need for defining such starting point.

	Nokia
	Support. This is more or less the direction taken by many sub-use cases. 

	Xiaomi1
	Don’t see the motivation for this proposal 

	Fujitsu
	It can be concluded upon the results of use case level study.

	CATT
	Not support. It’s unnecessary to have such starting point now. All potential alternatives can be further studied.

	ZTE
	Instead of discussing this proposal, we prefer to firstly discuss whether and how to support model transfer/delivery in specified model format. If specified model format is not defined, this proposal is a default.

	Ericsson
	Support

	Mediatek
	The purpose of this proposal is to avoid model transfer for one-sided model. However, considering we are also studying model transfer, which should be common for both one-sided and two-sided model, we don’t need to restrict the study to only two-sided model for the time being. We can decided later whether to support model transfer for one-sided model after sufficient progress for model transfer is made. 

	Samsung
	Ok

	ETRI
	OK.




Two-sided model development and training
FUTUREWEI:
Proposal 3: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts.

Proposal 4: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution and the perform-at-proprietary-server the optional solution.


Huawei, HiSilicon:
Proposal 8: For training Type 1 (joint training of the two-sided model at a single side/entity), prioritize the study of joint model training at Network side and deliver/transfer the model to the UE side.

ZTE
Proposal 3: Further down-selection on training collaborations for a two-sided model is necessary after sufficient progresses have been made in AI 9.2.2 regarding the potential specification impacts and evaluation performances.

Proposal 4: For network-side model, online/offline training is up to network implementation. For UE-side/part model, the online training can be discussed together with model update depending on whether a model for inference at UE side is continuously updated.

Google:
Proposal 5: For 2-side mode, Rel-18 SI should consider the following cases:
· Case 2a: The models are trained in NW side and UE downloads the model from NW
· Case 2b: The models are trained in UE side and the UE uploads the model to NW

Ericsson:
Proposal 5: RAN1 to provide guidance to RAN2 on UE model transfer requirements for NW-sided joint training of two-sided models. 

Proposal 6: RAN1 to provide guidance to RAN2 on data delivery alternatives and requirements for NW-side first training in sequential training of two-sided models.

Sony:
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.

Samsung:
Proposal #8: Deprioritize two-sided model training collaboration that requires extensive training, validation and testing dataset sharing in this study item.  

Proposal #9: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the model development approaches adhere to 3GPP’s open and fair framework

Qualcomm:
Proposal 12: Two-sided model development/training framework
· For development/training of encoders/decoders that do not need backward compatibility to existing encoder/decoder deployment:
· Step 1: Training of “decoders + nominal encoders” based on dataset collected from UEs/networks.
· The nominal encoders are only for the purpose of decoder training, and their use at the UE-side is not mandated.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The encoder/decoder training in Step 1 may be performed via Type 1, Type 2, or Type 3 manner.
· Step 2: If needed, UE-side vendor trains its own proprietary encoders based on the trained decoders from Step 1.
· Infra vendor should make the trained decoders available (via either run-time images or an API for training) for the encoder training.
· For development/training of encoders to be interoperable with deployed decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the deployed decoders.
· Infra vendor should make the deployed decoders available (via either a run-time image or an API for training) for the encoder training.
· For development/training of decoders to be interoperable with deployed encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the deployed encoders.
· FFS: Need for encoder availability for decoder training

Proposal 13: For the UE part of the two-sided models, input to the UE part does not need to be specified. RAN1 can still have specification discussion on the nominal input for the nominal encoder training.



[FL1] Proposed conclusion 4-9
UE-side AI/ML models (and UE-part of two-sided AI/ML models) need to be designed and optimized in a device-specific manner before being used for inference.

	
	Yes
	No

	Agree?
	 Panasonic, DCM
	

	Company
	Comments

	vivo
	The context of discussing this may need some clarification.
For cases that only parameters are updated without changing the model structure, the statement seems not correct.
For cases that only parameters are updated without changing the model structure,  UE-side AI/ML models (and UE-part of two-sided AI/ML models) may potentially run without further optimization in a device-specific manner before being used for inference.

	CAICT
	When UE want to use an AI/ML model, model test should perform. Whether model is to be designed and optimized is not clear.

	Nokia
	Doing this is up to the UE. We assume most UE’s will anyways do this and setting a requirement by a RAN1 agreement is not needed. We should be ok with bit relaxed wording, 
UE-side AI/ML models (and UE-part of two-sided AI/ML models) need can to be designed and optimized in a device-specific manner before being used for inference.

	Xiaomi1
	We understand the motivation and agree with the intension
But what is the specification impact if we agree with this proposal? It seems one implementation issue. 

	Fujitsu
	The way of developing UE-side model is more like an implementation issue. 

	Lenovo
	We share the same concerns as Xiaomi, that if so, what potential specification impact can be expected for this, especially for ‘model design’?

	CATT
	We think this is an UE implementation issue, which is no spec impact. 

	ZTE
	Better to come back after we have clear understandings on model format, model deployment/compilation.

	Ericsson
	Support the update from Nokia, we think the proposal could be relaxed

	Mediatek
	We understand the intention. But we also think this proposal has no 3gpp spec impact. If we have this conclusion now, do we need to specify corresponding requirement in RAN4?

	ETRI
	For two-sided AI/ML model, it is premature to conclude that device-specific manner is necessary since training collaboration is under discussion and there is possibility that NW can train the UE-part of two-sided AI/ML model. For one-sided AI/ML model, we are ok with Nokia’s relaxed wording.
UE-side AI/ML models (and UE-part of two-sided AI/ML models) need can to be designed and optimized in a device-specific manner before being used for inference.




[FL1] Proposal 4-10
For the training of two-sided models, consider the following two stages of model development:
· Stage 1: Training of nominal models for the UE-side part and the NW-side part
· The nominal models may not be optimized in a device-specific manner
· Stage 2: Development of models that are optimized in a device-specific manner based on the nominal models developed in Stage 1.
· E.g., UE-side vendor may develop a UE-side part optimized for the UE based on the NW-side part developed in Stage 1.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	vivo
	Stage 2 may or may not be needed dependent on whether the nominal model can be directly used or not. For cases that only parameters are updated, it is not needed.

	CAICT
	Not sure yet. 

	Nokia
	To our reading, this is more an implementation option and listing it as in the FL proposal does not seem to have any clear motivation. 

	Xiaomi1
	Since the training of two-sided model was discussed extensively in 9.2.2 in previous meetings, we prefer to leave this issue in 9.2.2 to avoid duplicated discussion 

	Huawei, HiSilicon
	The definition of nominal model is not clear. As said in the main bullet “stages of model development”, it looks pure implementation without spec impact or interaction with the other side, thus not necessary to be discussed. 

	Fujitsu
	There are three agreed training types for two-sided models. No sure what is the relationship of this proposal to the three collaboration training types?

	Lenovo
	Similar with the comments in Proposal 4-9, they are much an implementation issue to optimize a model for a specific device.

	CATT
	Prefer to discuss this in 9.2.2.

	NTT DOCOMO
	Need to clarify the definition of nominal models first.

	ZTE
	To our understanding, it’s more like parallel training discussed in 9.2.2 for type 3 model training, which can be further discussed in 9.2.2.

	Ericsson
	This should be discussed as part of the CSI use case discussions, prior to being discussed in the general agenda. The use case can outline potential evaluation results useful for progressing a general discussion. 

	Mediatek
	Agree with Xiaomi, we prefer to leave this issue in 9.2.2 to avoid duplicated discussion. 

	Samsung
	Ok.

	ETRI
	We have same view with Xiaomi.




Model identification and registration

	RAN1 #110-bis-e Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
RAN2 #119bis-e agreement
R2 assumes that a model is identified by a model ID. Its usage is FFS.
RAN2 #119bis-e agreement
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.




Qualcomm:
Proposal 18:  Study LCM procedure on the basis that an AI/ML model has a model ID with associated information. Model functionality based LCM can be considered as a special case where only one model ID is assigned to the functionality.

Proposal 19: Model ID is used at least during the following procedures  
· UE capabilities; for uniquely identifying supported models at the UE per feature 
· Configuration; network configures a model or a set of models per feature using model IDs 
· Model switching, activation, and deactivation during inference operation using model ID

MediaTek:
Proposal 12: Model ID is used for model selection, activation, deactivation, switching, and fallback. FFS on other usage. 
Proposal 13: For each AI/ML model, at least following associated information needs to be known. FFS on other information. 
· Model functionality (e.g., beam management, CSI compression, positioning)
· Applicable scenario/configuration and site
· Information on model input
· Information on model output
· Information on pairing between UE-sided part and network-sided part of two-sided model
Proposal 14: Study what associated information needs to be provided through model registration for the case that UE sided model is generated and training at the UE side and leave the model registration procedure to RAN2 discussion.  

AT&T:
[bookmark: OLE_LINK1]Proposal 2: Every AI/ML model made available for model delivery or update should be identified by a unique model ID. Each model ID should be associated with a set of model meta info which includes a model type (e.g. single-sided or dual-sided) and supported model functionality (e.g. input and output information/descriptions).

Apple:
Proposal 1: 3GPP define model ID and model description. Model ID may include use case, vendor ID and version number etc. 
Proposal 2: Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   

Proposal 3: For one sided model without model transfer, when the training and inferencing is at the NW, additional UE report can be studied per use case if needed. Other LCM aspects are up to implementation.  

Proposal 4: For one sided model without model transfer, when the training and inferencing is at the UE, model functionality-based procedure can be used.

Proposal 5: For two-sided model, or one-sided model with model transfer, model ID and model description can be part of LCM procedure signaling.   

Proposal 6: Model registration and model configuration need not to be standardized. 


NTT DOCOMO:
Proposal 5: Define model registration as follows for the management of UE side models by NW, where the necessary information of UE side models could include model function, nominal information of post-processed model output, necessary measurements/assistance information to calculate model inputs, and applicable NW scenario/configuration identifier.
	Model registration
	NW acquires the necessary information of UE side models which NW can control by model activation/deactivation/fallback approach, where the proprietary information of the associated models is not expected to be disclosed. 



Proposal 6: UE does not need to be aware of NW side models. 
Proposal 7: Prioritize model ID-based model management than functionality-based model management from the forward compatibility perspective. 
Proposal 11: UE should be able to determine which model to be registered based on the UE status (e.g., power consumption and computational resource). 
Proposal 12: NW should be able to unregister the model or acknowledge the model registration requests from UE based on the model function or model output. 
Proposal 13: Study which entity, e.g., NW or UE, should be able to initiate the model registration or/and make the final decision of the registered models. At least, the following model registration approaches can be considered:
· UE initiated model registration
· NW initiated model registration 

Huawei:
· Model registration: A process of registering model-related information of a UE part/UE-side model at the Network side for management of the model by Network, e.g., model activation, model deactivation, model monitoring, model selection, model update, model switching, etc.
Proposal 12: For UE-side model and UE part model of two-sided model, model registration can be studied so that the Network can involve the model management by activating/deactivating/selecting/ switching/updating the UE part/UE-side model.

Proposal 13: For model registration, study the signaling for the following two registration modes of UE part/UE-side models
· For functionality-based model registration, Network can indicate model activation/deactivation for each AI/ML functionality
· For model ID based model registration, Network can indicate model activation/deactivation/ switching/updating for each model ID
Proposal 14: For model registration for UE-side model or UE part model of two-sided model, study the potential spec impact of model ID based model registration, including:
· The format of the model ID
· Model description information
· Procedure of registration to Network

Proposal 15: For model ID based model registration and LCM, a globally unique model ID or MNO unique model ID is generated for a specific UE part/UE-side model.

Proposal 16: For model ID based model registration, consider model ID assigned by Network for UE part/UE-side models.
· UE reports the existence of a new model, and Network assigns a model ID to this new model
· Network proactively assigns a new model ID to UE when indicating model updating or model transfer to be performed.

Proposal #6:  Study the following two alternatives for identification of AI/ML model/functionality for LCM
Alt1: Explicit model ID pointing at an AI/ML model
Alt2: Implicit model ID pointing at the associated AI/ML functionality, i.e., use case, scenario, configurations. 


Ericsson:
	AI/ML model registration
	A process to assign the model in a UE with an identifier and to signal to the NW of the identifier.



Samsung:
	Model registration

	Assignment of an identification for an AI/ML model by the network. The identification can be used to identify a model for its life-cycle management. 
Note: The identification can be based on explicit model ID to identify an AI/ML model or based on an implicit ID to identify a model via the associated AI/ML functionality.
· The explicit model ID may or may not be known by the UE and network prior to model registration.  



Proposal #7: Study different levels of requirements involved with the life cycle management for one-sided and two-sided models, respectively. 
Nokia:

Proposal 1: For ML-enabled features studied in the context of air interface, adopt a high-level description including model ID with associated information and model functionality, with description for:
a. Model ID or Model functionality ID: a numerical/string ID which can uniquely identify the combination of the items b) – f) (items may define the associated information and/or model functionality) below.
b. Applicable scenario/configuration/parameters/conditions that the model functionality is enabled for: including system and intermediary KPIs to be used for LCM purposes.  
c. Input (data, dimensions, features) and preparation/pre-processing: indication on any feature extraction, feature selection or any other delay sensitive ML-specific data processing is performed e.g., as an indication of the expected delay budget for such operation
d. Non-ML operation(s) (optional): indication on any non-ML operations/algorithms are involved in the model functionality e.g., as an indication of the expected delay budget for such operations
e. Output (data, dimensions, features) and post-processing (optional): indication on any delay sensitive ML-specific output post-processing is performed e.g., as an indication of the expected delay budget for such operation  
f. Additional control signaling configuration(s) which enable and (partially) control the b) – e) operations

Proposal 3: RAN1 shall use the model ID (can also refer to the model functionality ID) to uniquely identify ML model functionality with associated information in the life cycle management procedure.
· Study associated information first for the proprietary models and then extend it to open-format models.

Vivo:
Proposal 1: For aligned understanding on whether a new model exists or not, model ID based operation is needed for the following three case:
· where the model is developed at the network side and run by the UE side.
· where the model is developed at the UE side and managed by the network side.
· Two sided models are jointly developed by the UE side and network side.

Proposal 2: For aligned understanding on whether a new model exists or not, functionality based alignment can be used for the case where the model is developed and managed at the UE side.
Proposal 3: [bookmark: _Hlk118746077]For the purpose of referring to the same AI/ML model unambiguously during AI/ML collaboration and LCM, model ID based operation is optionally needed and beneficial for the following three cases:
· The model is developed at the network side and run by the UE side.
· The model is developed at the UE side and managed by the network side.
· [bookmark: _Hlk118746097]Two sided models are jointly developed by the UE side and network side.
Proposal 4: [bookmark: _Hlk118746130]For the purpose of referring to the same AI/ML model unambiguously during AI/ML collaboration and LCM, functionality based alignment can be used for the case where the model is developed and managed at the UE side.
Proposal 5: For the purpose of aligning whether the other side has a given model, model ID is optionally needed and beneficial for the following three cases:
· The model is developed at the network side and run by the UE side.
· The model is developed at the UE side and managed by the network side.
· Two sided models are jointly developed by the UE side and network side.
Proposal 6: For the purpose of referring to the same AI/ML model unambiguously during AI/ML collaboration and LCM, functionality based alignment can be used for the case where the model is developed and managed at the UE side.
Proposal 7: For the purpose of aligning whether UE can run a specific model, model ID is not needed. 
Proposal 8: Model registration mainly serve the purpose of letting the other side know whether it has a specific model to run. 
Proposal 9: For model ID based registration and delivery, there is some other information need to be registered and delivered based on above procedure. In Model ID based registration, the following information is exchanged:
· Model ID;
· Whether UE side has the model identified by the ID;
· Whether a new model need to be registered.
Proposal 10: In Model ID based delivery, the following information need to be exchanged:
· Model ID;
· Meta info: General model description, General model functionality, input/output information;
· Model management related information: Validity criteria, such as its suitable scenarios, configurations, or sites;
Proposal 11: Different model ID based delivery types can be considered: 
· A new model delivered to the UE with new model structure.
· A new model delivered to the UE with new model parameters but without model structure change. 
Proposal 12: Study the essential information needed for alignment of model functionality between network and UE. 
Proposal 13: Consider the following options for the model functionality based operation:
· UE has only one AI/ML model for one model functionality. 
· UE has only multiple AI/ML models for one model functionality. 

OPPO:
Proposal 3: AI/ML model ID is supported in Rel-18 for enabling the same understanding between NW and UE about which model is used for AI/ML inference. For generating the model ID,
· Support Alt.1 as default: Generating the model ID by a model registration procedure based on non-3GPP-based model transfer.
· Further study Alt.2: Generating the model ID by 3GPP-based model transfer/training. 
· First focus on following aspects:
· Required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Model transfer format (if needed).
· Study AI/ML model transfer for training with lower priority.
Proposal 4: At least for the AI/ML model ID generated from model registration procedure based on non-3GPP-based model transfer, the ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
Proposal 5: For model ID generation by 3GPP-based model transfer/training, consider different IDs for the model transfer and model activation/selection/switching. 
· The model ID used for 3GPP-based model transfer may contain the information about the model (explicitly or implicitly). 
· FFS the information, e.g., use case, scenario, configuration.
· The model ID used for model activation/selection/switching can be a simple number.
· FFS: The mapping between the two types of IDs.

ZTE:
Proposal 7: For further study model registration, at least consider following issues:
· Model registration is targeted on RS/measurement report configurations, model monitoring, model configuration, model activation/deactivation, and model switching
· From collaboration level perspective, model registration should focus on collaboration level y and exclude collaboration level x and z.
· From entities involved for model delivery perspective, model registration may happen before model delivery when using core network centered and gNB centered method.
· Model registration for UE part model can also serve an intention to inform network side about the corresponding network part model of the two-sided model should be paired.

Intel:
Proposal-4: Define model registration terminology as a process for a UE to request AI/ML service for a specific use-case
	Model Registration 
	Model identifier for the network to identify the UE model version 



Futurewei:
Proposal 5: Study model registration from the following aspects as starting points
· Definition of model registration
· Need for model registration (i.e., in what circumstances we need a model to be registered?)
· Process of model registration
· Features/attributes a model needs to register with the network
· Different roles model registration plays in different LCM stages (e.g., model training, inference, update, switching, and monitoring)
· Signalling needed to support model registration
· Mechanism needed to communicate the registered models to corresponding Ues
· Standard impacts related to model registration
Proposal 6: Model registration provides at least the following two functions.
1) To allow the network and a UE to unambiguously identify an AI/ML model for enabling the communications between them.
2) To inform the network what AI/ML models are available at the UE to perform a specific task.
FFS: whether anything beyond the existing UE capability and RRC signaling framework is necessary.

[bookmark: _Hlk118582010]Proposal 7: The description of the model needs to include the requirements for running the AI/ML model, at least the requirements for space and computational complexity, during the model registration.

Proposal 8: When discussing model registration, take the Model-ID based approach as one of the options. FFS: the definition of Model-ID.

Fujitsu:
[bookmark: _Hlk118314360]Proposal 1: Study model registration procedures for UE-side models and two-sided models.
[bookmark: _Hlk118478297]Proposal 2: Model registration is not applicable to level x models. 

[bookmark: _Hlk118478283]Proposal 3: The AI/ML capability of a UE for a specific functionality can be provided in a UE capability report. The exchange of the information for model details between network and UE for model identification and model pairing is realized through model registration procedure.

[bookmark: _Hlk118314284]Proposal 4: At least the following model information needs to be exchanged during model registration: 
· Collaboration level related information
· Model applicable scenarios, configurations, sites information and the associated model information to a functionality

[bookmark: _Hlk118314211]Proposal 5: The model registration procedure can be defined as:
· A procedure that UE registers its model information to the network side for being noticed and identified by the network, in which network assigns model ID(s) to the UE according to the model information reported from the UE, or network obtains the model ID(s) from the UE and model information linked to the model ID(s).

[bookmark: _Hlk118478231]Proposal 6: At least for the model management of multiple models with the same functionality rather than level x model, model-ID-based LCM procedures need to be studied.

CATT:
	Model registration
	A process of informing the existence of an AI/ML model to the network with an identification, along with model description information of the AI/ML model for the network to enable LCM. A corresponding model ID may either be informed to network, or assigned by network.



Proposal 12: Confirm that model registration is a component in LCM.
Proposal 13: Model registration is for UE-side model or UE part of a two-sided model.
Proposal 15: Model description information for model registration can be totally reused for model transfer.
Proposal 16: For a registered AI/ML model, further study the following aspects on the model ID: 
· Whether the model ID is reported by UE or assigned by network,
· Whether the model ID is explicit or implicit.



KDDI:
Proposal 1: the purpose of model registration includes model switching, model activation, model deactivation, and model fallback by specifying the model ID after model registration.
Proposal 2: model registration is needed at least for UE-side and two-sided models.

Xiaomi:
	AI/ML model registration 
	A process by which one AI model enable the system know the information of the AI model and the system perform related operation to facilitate the life cycle management 



Proposal 4:
· Support model ID based model management 
· Discuss the associated information for model registration case by case. 

ETRI:
Proposal 3: For the LCM of AI/ML model in NR air interface, lower the priority of model registration for the NW-sided AI/ML model in Rel-18 study scope.
Proposal 4: For the LCM of AI/ML model in NR air interface, study to separate the model common information and the model dedicated information during model registration for the UE-sided AI/ML model.

CMCC:
Proposal 5: Model registration is a process by which a model registers to the network, and some information on the model description should be provided. 
Proposal 6: For the model description information during model registration, the following aspects could be considered:
· Model functionality
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information

InterDigital:
Proposal 3: Model identification is a mechanism by which network and UE refer to the same AI/ML model unambiguously during LCM procedures. 
Proposal 4: Model identification mechanism is applicable for UE side models associated with collaboration Level: y or Level: z.
Proposal 5: Model identification mechanism can be used by at least the following LCM procedures: model monitoring, model selection, activation, deactivation, switching and fallback operation. 
Proposal 6: Details of model identity structure and how/when model ID is determined can be FFS.

Lenovo:
	Model registration
	A process to register an AI/ML model into Network with some identifier and descriptions, for which Network can perform LCM.



Introduce a concept of ‘model pool’ with tables containing at least the model IDs and corresponding applicable conditions to manage AI/ML models for different functionalities and/or different target scenarios.
If any dedicated signal from Network is needed for the AI/ML operations, the UE-side model should be registered in Network.
If a UE-side model is transferred from Network, the model should be registered and managed by Network.
When registering an AI/ML model, it is necessary to disclose some information (e.g., data needed for model monitoring, applicable scenarios/configurations) about the AI model to facilitate management.
LG:
Proposal #5: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability and/or reliability of the reported values for NW to decide whether or not to use it. 

CAICT:
Proposal 6: Model registration could be defined as a process of recording the existence of an AI/ML model to the network. The details of model registration information could be left for FFS.

Panasonic:
Proposal 3: Level y needs model ID but level x and z may not require model ID.
Proposal 6:  Model ID should be supported. The model ID should not link to the specific usage scenario as it can be used for the other scenarios. It does not preclude RAN4 performance requirement is specified only for the specific scenario.
Proposal 7:  UE capability report can be used as model registration. 
Proposal 8:  Model switching should be allowed at any time from the network.

Rakuten Mobile:
Proposal 5
Performance monitoring should be done with awareness of model ID.
[bookmark: _Hlk118733492]Proposal 6
Both gNB and UE can indicate model ID depending on the framework deployed.

NEC:
Proposal 2: Support model-ID based lifecycle management also for NW-sided model.
Proposal 3: Model-ID can be included in LCM signaling to activate/deactivate/switch/select a specific AI/ML model

[FL1] Proposal 4-11: 
Model is identified by a model ID. (FL Note: RAN2 has agreed on this.)
For LCM operations based on model ID, Model ID is at least used for
· UE capabilities
· Model configuration
· Model activation, deactivation, monitoring, selection, switching, [fallback]
· Model delivery
The format of the model ID can be discussed in RAN2.

	
	Yes
	No

	Agree?
	Panasonic 
	DCM

	Company
	Comments

	vivo
	Using model ID in UE capability and model configuration needs to be further studied.
Moreover, we still have scenarios where model ID is not needed.
Model is identified by a model ID. (FL Note: RAN2 has agreed on this.)
For scenarios with ID based operation (if supported), LCM operations based on model ID, Model ID is at least used for
· UE capabilities
· Model configuration
· Model activation, deactivation, monitoring, selection, switching, [fallback]
· Model delivery
The format of the model ID can be discussed in RAN2.


	CAICT
	Whether UE capabilities are bundled with model ID is not clear. The definition of model configuration is also not clear. 

	Nokia
	First, we do not think RAN2 related text is accurate. RAN2 has a study point on this model ID and does not mean it is supported. Also, such decisions shall be taken by the RAN1 as RAN1 is the leading WG on this SI. 
We think that some clear definition is needed to separate model ID (to our reading it seems identifying a ML algorithm) from model functionality ID (to our reading more or less all related operations (pre-processing, post-processing, applicable conditions, parameters, etc..) related to ML model usage). For LCM, what matters is the model functionality, and model is part of this model functionality. Please refer our understanding on how things shall be defined. 
[image: ]

We suggest following changes, 
Model functionality associated with using a ML model is identified by a model ID (refer as model ID or model functionality ID). (FL Note: RAN2 has agreed on this.)
ML model may be considered as one component of the model functionality.  
For LCM operations based on model ID/model functionality ID, Model ID is the ID at least used for
· UE capabilities
· Model configuration
· Model activation, deactivation, monitoring, selection, switching, [fallback]
· Model delivery (Only applicable for collaboration level z)
The format of the model ID can be discussed in RAN2.


	Xiaomi1
	· For the UE capability part , we share similar view with vivo and CAICT. 
For the model configuration, since whether terminology of model configuration and the necessity  in LCM is not clear, we prefer to put an bracket to it 

	Huawei, HiSilicon
	The meaning and necessity of model configuration is not clear. Others are fine.
Model is identified by a model ID. (FL Note: RAN2 has agreed on this.)
For LCM operations based on model ID, Model ID is at least used for
· UE capabilities
· Model configuration
· Model activation, deactivation, monitoring, selection, switching, [fallback]
· Model delivery
The format of the model ID can be discussed in RAN2.


	Fujitsu
	We support the direction of this proposal. 
Besides the listed LCM operations, for two-sided models, model paring can be assumed based on model ID.
The definition of model configuration is unclear now.
So, we suggest the following changes.

Model is identified by a model ID. (FL Note: RAN2 has agreed on this.)
For LCM operations based on model ID, Model ID is at least used for
· UE capabilities
· Model configuration
· Model pairing for two-sided model
· Model monitoring and its follow-up actions/mechanism: model activation, deactivation, monitoring, selection, switching, [fallback]
· Model delivery
The format of the model ID can be discussed in RAN2.


	Lenovo
	[bookmark: OLE_LINK2]In general, we’re fine for the intension, but have the following comments. Not all models should be identified by a model ID, such as the models without any collaboration needed. In this sense, the model ID is supposed to facilitate Network-UE collaborations, especially for LCM. 
In addition, we think ‘model ID’ can be potentially used for ALL components and operations defined in LCM, including monitoring, selection, switching, etc.

	CATT
	For Model configuration, we prefer to discuss the definition before we discuss how model ID is used for it. 
For UE capability, the related discussion is too early.
We prefer to change model delivery as model transfer, since model transfer is relative with 3GPP spec.

	NTT DOCOMO
	“Model configuration” has not been defined yet. We prefer to delete model configuration in the proposal, unless the clear definition of it is made. 
Also, when the model is updated, the indication of the model update complete should be signaled with model ID. Hence, the model update should be captured in the Proposal 4-11 as well.

	ZTE
	· Agree with comment from CAICT
· Model registration may also include model ID information
· Regarding Nokia’s comment on model functionality ID, we don’t see the need from functionality point of view. In our understanding, model ID may be global to all functionalities or be local per functionality.

	Ericsson
	Support that the model configuration should be removed. On the functionality ID, we prefer to denote it as functionality version, or feature version. 

	KDDI
	Agree with vivo, need to study using model ID for UE capability and model configuration.

	Mediatek
	[bookmark: OLE_LINK10][bookmark: OLE_LINK12][bookmark: OLE_LINK13]RAN2 only assumes that a Model is identified by a model ID. But it’s not a formal agreement saying that model ID should be supported. Its usage for model configuration and UE capability is unclear. Furthermore, what the ID is designated for is also not crystal clear. Is the ID used to identify each algorithm or it can also be used to identify the version? Whether the ID is only maintained by the model repository, or it can be visible to the 3gpp air interface?

	Futurewei
	· We believe some of the function of model registration can be achieved through existing UE capability or its enhancement, for example, to inform the network what AI/ML model/operation capabilities can be supported at the UE. 
· We can further study what extra functions existing UE capability and/or its enhancement cannot handle for model registration purpose, for example, the need and how to make sure the network and a UE to unambiguously identify an AI/ML model.

	Samsung
	We are fine in principle but we want some clarification note to be added. Albeit for some specific cases, NW may not need to identify the specific and proprietary AI/ML model available at the UE. In most cases, it is sufficient if the NW knows the AI/ML feature supported at the UE. One typical case wherein identifying a specific AI/ML model is needed is when referring to a UE part of to two-sided model which is not global to work with every NW parts. 
Model is identified by a model ID. (FL Note: RAN2 has agreed on this.)
For LCM operations based on model ID, Model ID is at least used for
· UE capabilities
· Model configuration
· Model activation, deactivation, monitoring, selection, switching, [fallback]
· Model delivery
The format of the model ID can be discussed in RAN2.
Note: Model ID can be explicit identifying an AI/ML model or implicit to identify the specified AI/ML feature. 
· 

	ETRI
	We share similar view with Xiaomi. In addition, considering two sided AI/ML model, whether/how model ID is used for model delivery of UE part may need more discussion. So, we suggest to focus on the 3rd sub-bullet only (i.e., model activation, deactivation ~).



[FL1] Proposal 4-12: 
Model identified by a model ID may be accompanied by model description. Model description may include:
· Model functionality (e.g., beam management, CSI compression, positioning)
· Vendor identification
· Version number
· PLMN ID
· Model scope, e.g., applicable scenarios, configuration, and/or sites
· Associated assistance information
· Model input and/or output information (if needed)
· Pre-/post-processing information (if needed)
· Information on pairing between UE-sided part and network-sided part of two-sided model 
· Model file type/size (if needed)
· Other aspects are not precluded
Note: Some of the above information may be implicitly carried/known by a model ID or other available information.
Note: Required/relevant model description may be different depending on whether the model is a proprietary model or an open format model. In particular, for a proprietary model, many of the model description may not be needed or may be implicitly carried by the model ID.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	vivo
	The group may need to first align on the cases where these model description is needed.

	CAICT
	General fine. The definition of model scope is not clear yet.

	Nokia
	A similar comment as in Proposal 4-11. We suggest the following changes based on the suggested text in proposal 4-11. 
ML model related details (vendor identifications, version numbers, etc) is only related to collaboration level Z. In general level, they are not needed. 

Model functionality identified by a model ID/functionality ID may be accompanied by model description. Model description may include:
· Applicable ML-enabled feature Model functionality (e.g., beam management in spatial domain, CSI compression, positioning)
· Vendor identification
· Version number
· PLMN ID
· Model scope, e.g., applicable scenarios, configuration, parameters and/or sites
· Associated assistance information
· Model input and/or output information (if needed)
· Pre-/post-processing information (if needed)
· Information on pairing between UE-sided part and network-sided part of two-sided model 
· Model file type/size (if needed)
· Other aspects are not precluded
Note: Some of the above information may be implicitly carried/known by a model ID/functionality ID or other available information.
Note: Required/relevant model description may be different depending on whether the model is a proprietary model or an open format model. In particular, for a proprietary model, many of the model description may not be needed or may be implicitly carried by the model ID.
 

	Xiaomi1
	Similar comments with vivo, we need to identify in which scenario model description is needed. Different scenario may require different description information 

	Huawei, HiSilicon
	We need to first clarify where the model description information is needed, and the procedure of registration, before we discuss the detailed description information. Under different situations, there may be different description information.
E.g., in our understanding, model registration is a procedure to register UE-side/UE part model at NW. Thus the model functionality, input/output type/dimension, and pre/post processing may be necessary description information.

For model transfer from NW to UE, NW will inform a global unique version number to UE. There seems to be no need to report the vendor identification. Model file type/size is also needed.
For UE-sided model or UE-part model, after UE informs NW the existence of a new model, NW will assign a global unique version number to UE. As MNO already knows the IMEI from UE, there seems to be no need to report the vendor identification.
For PLMN ID, it is already known by UE, so no need to attach it.
For Model scope, as mentioned in Proposal 4-6, that the motivation of introducing such ID information is not clear.
For assistance information, it is part of input/output, so no need for redundancy.
For information on pairing between UE-sided part and network-sided part of two-sided model, as the registration applies for UE part model, the NW can manage the pairing with the NW part models, and indicate UE with UE part model ID.

Model identified by a model ID may be accompanied by model description. Model description may include at least:
· Model functionality (e.g., beam management, CSI compression, positioning)
· Vendor identification
· Version number
· PLMN ID
· Model scope, e.g., applicable scenarios, configuration, and/or sites
· Associated assistance information
· Model input and/or output information (if needed)
· Pre-/post-processing information (if needed)
· Information on pairing between UE-sided part and network-sided part of two-sided model 
· Model file type/size (if needed)
· Other aspects are not precluded


	Fujitsu
	We are fine with the proposal in general. 

	Lenovo
	[bookmark: OLE_LINK4]As pointed out by vivo and Huawei, it is necessary to first align the understanding on what the ‘model description’ is used for, followed by the discussion on the information needed for further study.

	Panasonic
	The list should be separated between "vender specific information" and "vender independent information". Such identification would be useful for what is possible by level y and what is possible by level z.

	CATT
	We are general fine with this proposal.
We think model description information can be at least used for model registration and model transfer.
Beside the above items, we think the following two information can be also considered as model description:
-	Information on model performance,
-	Information on co-existence of other AI/ML models and/or non-AI/ML features.

	NTT DOCOMO
	Generally support the proposal. However, model scope should not be used in the proposal, before the definition of model scope is made clearly in Proposal 4-5. Instead, we prefer the following modification.
Model scope, e.g.,  information of applicable scenarios, configuration, and/or sites

	ZTE
	Ok to further study. We think the intention of this proposal is to study the necessity of the information that should be included in model description information.

	Ericsson
	We are ok with the update from Nokia. Prefer to keep the list short and potentially add more items at later stages. 

	KDDI
	Agree with DOCOMO’s update. 

	Futurewei
	Looks good to us in general. 
We propose to add the following to the list.
Model description may include:
· The requirements for running the AI/ML model, at least the requirements for space and computational complexity, during the model registration.
This will allow NW/UE to check whether it has sufficient resource to run a model at the time it plans to.

	Samsung
	Too early to have such proposal. 

	ETRI
	We have similar view with vivo and Xiaomi. We should discuss on the mechanism by which NW and UE can identify the AI/ML models of the other side first.




[FL1] Proposal 4-13: 
FL comment: 
· Need of model ID based LCM is clear, given that multiple models may be used for a single functionality.
· Need for functionality-based LCM was also raised by several companies. For UE-side models, UE may have only one model, or UE may transparently operate multiple models for a given functionality without NW’s explicit knowledge.
· Companies also observe that the model registration and selection may also depend on the applicable scenarios (scenario, configuration, site, etc.) and any assistance information indicating the scenario. That is, assistance information (e.g., scenario/configuration/zone ID) may need to be provided to UE for UE-side model development, and each developed model can be registered with a model scope (e.g., applicable scenario/configuration/zone IDs), which can be used by the network for model selection and switching.

For UE-part/UE-side models, study the following mechanisms for model registration and LCM procedures:
· For functionality-based LCM procedure: Network can indicate activation/deactivation/fallback of each AI/ML functionality
· Model registration may not be needed.
· UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality and select/switch among them transparently to the network.
· UE may use assistance information provided by the network either as input to the AI/ML model or as a criterion to select/switch among multiple AI/ML models for the functionality.
· FFS: whether functionality refers to a sub-use-case or scenarios/configurations/sites in addition to a sub-use-case.
· For model-ID-based LCM procedure, Network can indicate model selection/activation/deactivation/ switching/fallback for each model ID
· Models are registered to the Network and assigned model IDs.
· Model scope in terms of applicable assistance information may need to be provided for each model during registration.
Note: For two-sided models, model-ID-based LCM procedure is assumed, and functionality-based LCM is not applicable.
Note: The need of morel registration is unclear for network-side models; whether network-side model should have registration procedures among network entities can be discussed by other working groups.
Note: Model registration is not needed for collaboration level x.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	Fine with the intention. But not sure whether to include model registration for all cases with model ID. For example for level z, it seems that model registration is not needed. Maybe we can agree without the corresponding subbulet.
For UE-part/UE-side models, study the following mechanisms for model registration and LCM procedures:
· For functionality-based LCM procedure: Network can indicate activation/deactivation/fallback of each AI/ML functionality
· Model registration may not be needed.
· UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality and select/switch among them transparently to the network.
· UE may use assistance information provided by the network either as input to the AI/ML model or as a criterion to select/switch among multiple AI/ML models for the functionality.
· FFS: whether functionality refers to a sub-use-case or scenarios/configurations/sites in addition to a sub-use-case.
· For model-ID-based LCM procedure, Network can indicate model selection/activation/deactivation/ switching/fallback/delivery for each model ID
· Models are registered to the Network and assigned model IDs.
· Model scope in terms of applicable assistance information may need to be provided for each model during registration.
Note: For two-sided models, model-ID-based LCM procedure is assumed, and functionality-based LCM is not applicable.
Note: The need of morel registration is unclear for network-side models and level z; whether network-side model should have registration procedures among network entities can be discussed by other working groups.
Note: Model registration is not needed for collaboration level x.


	CAICT
	Fine in general. Model scope needs further clarification. 

	Nokia
	This proposal seems assuming the model functionality and our comments in the earlier proposals is to consider the model/functionality together. 
We are also fine to start with this discussion first and see whether identifying ML model is needed separately or not as a second step. 
In the following update, we do not really see a need to discuss ML model related LCM as it is unclear why the NW needs such ML model details as what matters is the functionality of the ML model. 

For UE-part/UE-side models, study the following mechanisms for model registration and LCM procedures:
· For functionality-based LCM procedure: Network can identify one model functionality from another model functionality for a given ML-enabled feature (e.g., sub-use cases) indicate activation/deactivation/fallback of each AI/ML functionality
· Model registration may not be needed.
· UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality and select/switch among them transparently to the network.
· UE may use assistance information provided by the network either as input to the AI/ML model or as a criterion to select/switch among multiple AI/ML models for the functionality.
· FFS: whether functionality refers to a sub-use-case may be associated with more than one model functionality and each functionality maybe identified by the model ID/functionality ID or scenarios/configurations/sites in addition to a sub-use-case.
· For model-ID-based LCM procedure, Network can indicate model selection/activation/deactivation/ switching/fallback for each model ID
· Models are registered to the Network and assigned model IDs.
· Model scope in terms of applicable assistance information may need to be provided for each model during registration.
Note: For two-sided models, model-ID-based LCM procedure is assumed, and functionality-based LCM is not applicable.
Note: The need of model registration is unclear for network-side models; whether network-side model should have registration procedures among network entities can be discussed by other working groups.
Note: Model registration is not needed for collaboration level x.


	Xiaomi1 
	· Since we don’t reach consensus on the model registration, we prefer to define the terminology of the model registration first.  A clear definition would help the related discussion. 
· In current proposal, it seems the model registration is bundled with model-ID based LCM procedure. We don’t see the motivation. In our understanding, even if there is just one AI model for specific functionality on the UE side, model registration is needed once network is involved in the LCM. 
Ultimately, we prefer to suspend this proposal and prioritize Discussion 4-14

	Huawei, HiSilicon
	Fine with others, except for the assistance information part. 
For the functionality based procedure, as the NW is not aware of the number of UE part/UE side models, there is no need to provide any assistance information, as the model switching/selection is totally UE implementation and transparent to NW.
For the model ID based LCM, as the necessity of applicable scenario ID/area ID is not clear, it is also removed. In addition, it is not clear which side is to provide such model scope information? As the model is UE part/UE-side model, it seems to be more appropriate to let UE report such information; but whether UE would like to disclose such information is not clear, and whether it can match with the scenario categorization at NW is also not clear – a realistic way for NW is to try a specific model over different scenarios/configurations by itself.
The assistance information as model input should be a separate discussion, and is not related with registration.

For UE-part/UE-side models, study the following mechanisms for model registration and LCM procedures:
· For functionality-based LCM procedure: Network can indicate activation/deactivation/fallback of each AI/ML functionality
· Model registration may not be needed.
· UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality and select/switch among them transparently to the network.
· UE may use assistance information provided by the network either as input to the AI/ML model or as a criterion to select/switch among multiple AI/ML models for the functionality.
· FFS: whether functionality refers to a sub-use-case or scenarios/configurations/sites in addition to a sub-use-case.
· For model-ID-based LCM procedure, Network can indicate model selection/activation/deactivation/ switching/fallback for each model ID
· Models are registered to the Network and assigned model IDs.
· Model scope in terms of applicable assistance information may need to be provided for each model during registration.


	Fujitsu
	We are fine with the proposal in general.
We think model ID is needed even for the case “UE may have one AI/ML model for the functionality”.  For example, if the one model is capable for model update, its model update or model version number may report to network. Besides, it seems unnecessary to give other specific example like “UE may have multiple AI/ML models for the functionality and select/switch among them transparently to the network.”  So, we suggest to have following revision: 
For UE-part/UE-side models, study the following mechanisms for model registration and LCM procedures:
· For functionality-based LCM procedure: Network can indicate activation/deactivation/fallback of each AI/ML functionality
· Model registration may not be needed.
· UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality and select/switch among them transparently to the network.
· UE may use assistance information provided by the network either as input to the AI/ML model or as a criterion to select/switch among multiple AI/ML models for the functionality.
· FFS: whether functionality refers to a sub-use-case or scenarios/configurations/sites in addition to a sub-use-case.
· For model-ID-based LCM procedure, Network can indicate model selection/activation/deactivation/ switching/fallback for each model ID
· Models are registered to the Network and assigned model IDs.
· Model scope in terms of applicable assistance information may need to be provided for each model during registration.
Note: For two-sided models, model-ID-based LCM procedure is assumed, and functionality-based LCM is not applicable.
Note: The need of morel registration is unclear for network-side models; whether network-side model should have registration procedures among network entities can be discussed by other working groups.
Note: Model registration is not needed for collaboration level x.

	Lenovo
	[bookmark: OLE_LINK6]We need to reach consensus on the model registration itself at first, especially the purpose of such registration, as discussed in 4-14 below. Then, we can move forward to the discussion on the mechanism to realize it and relevant LCM procedures after that.  

	Panasonic
	Functionality-based LCM procedure can be covered by model-ID-based LCM procedure depending on how model ID is defined. Therefore, the need of Functionality-based is not clear to us.

	CATT
	For functionality-based LCM procedure, we think the model registration is also needed, since with model registration NW can know the model description information of UE-sided models.
For model-ID-based LCM procedure, whether the model ID is reported by UE or assigned by network can be further discussed.

	NTT DOCOMO
	For NW operation, it is beneficial to know the cause of the performance change. If the UE side models are switched at UE, NW should somehow know it to identify the reason of performance changes. Hence, we think model-ID-based LCM procedure should be considered in collaboration level y and z, and the functionality-based LCM procedure part in proposal 4-13 should be FFS 
In addition, even if the sub use case is the same, the output from model inference could be different according to the active model, e.g., time offset in temporal beam prediction, compression ratio in CSI compression. It is better to classify whether the same functionality assumes the same nominal model output within the same use case or not.  The following update is preferable.
FFS: whether functionality refers to a sub-use-case, nominal outputs in addition to a sub use case, or scenarios/configurations/sites in addition to a sub-use-case.

	ZTE
	Agree with Xiaomi on this issue. We can live with Huawei’s version if the following parts are removed. In our understanding,  functionality-based LCM procedure and model-ID-based LCM procedure are not exclusive.
· UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality and select/switch among them transparently to the network.

	Ericsson
	We see that functionality-based LCM procedure should be used as the starting point for discussions. This would enable reusing existing capability frameworks to a large extent.

	Mediatek
	[bookmark: OLE_LINK15]We are fine to study following mechanisms for model registration and LCM procedures, i.e., functionality-based LCM procedure and model-ID-based LCM procedure. 
But we share the same understanding that for functionality-based LCM procedure, similar procedure as model registration may be needed to share the information about model description if the network is involved in the LCM. The difference is only whether a model ID is assigned. 

	Futurewei
	· First time to see the use of functionality-based LCM. How to identify a functionality? Do we need to introduce something like Functionality ID? 
Suggest we study and define functionality-based LCM procedure before this one.

	Samsung
	The two concepts can be unified by the notion of “explicit” and “implicit” model ID. In the first case, an explicit model ID may point to a particular AI/ML model while in the latter it points to a specified AI/ML feature within a functionality, e.g. under the functionality CSI prediction the feature “medium mobility for a UE-side model”. Obviously, the latter approach is more aligned with the legacy UE capability reporting. 

Moreover, for the following note, 9.2.2.1. is studying vendor-agnostic two-sided models, i.e., whether it is possible to have a single UE part working with N network parts. It is too early to put this note without having the result of that evaluation. If a ‘global’ UE side model is possible, explicit model ID is not needed. 

Note: For two-sided models, model-ID-based LCM procedure is assumed, and functionality-based LCM is not applicable.
· 

	ETRI
	We share view with Xiaomi that the definition of model registration is needed. In addition, we think that the structure in which multiple AI/ML model IDs exist for each functionality can also be considered. Then, one AI/ML model ID can be activated per one functionality.




[FL1] Discussion 4-14: 
There is confusion on the terminology “model registration”. 
1. Some companies interpret model registration as a model identification process wherein vendors make the identity of a newly developed model known to the network by registering it. There may not be any over-the-air signaling impact, but it is still an important part of the overall LCM framework and a part of the SI.
2. Some other companies interpret model registration as a process wherein a UE makes the identity of a newly developed model and its model capabilities known to the network, i.e., UE indicating to the network that UE is capable of running model IDs x, y, and z while also registering them.
Given that the same model will be used across many devices, the FL thinks that the process of assigning a model identity and providing its associated description should be done only once (vendorNW), which will then allow UEs and NW to use a common language (e.g., model ID) to communicate which models are available at UE and NW. There is no reason why many UEs using the same model report the model description to the NW. The FL tends to think that we call the former (vendorNW) as model registration, and the FL thinks that the group can discuss the latter (UENW) as a part of UE capability. If needed, the group could use the term “model identification” instead of “model registration”.
Below is a depiction of what FL thinks the model registration does in relation to other LCM aspects.

[image: ]


Before trying to define the terminology and further discussion on model registration, let’s sort out the understanding first. Please share your opinions.

	
	Support
	Not support

	Option 1
	
	Panasonic

	Option 2
	CAICT, Fujitsu, Panasonic, CATT, Ericsson
	

	Company
	Comments

	vivo
	If the model registration happens between a 3rd party server and 3GPP network, rather than between UE and network, we are not sure whether it is right place for RAN1 to discuss this issue.
Our original understanding is that model registration is for the UE to let the network know whether it has already had some downloaded models for running. This happens between a specific device and network. 


	Nokia
	Related to the earlier discussions and good consensus is needed before moving forward. 

	Xiaomi 1
	The following is our understanding 
Firstly, we think model registration mainly happens on UE side model or two-sided model 
Secondly, the purpose of model registration is to let NW know some information of the AI model to facilitate the subsequent LCM e.g., model activation/deactivation/ performance monitoring. On the other side, if the NW does not participate the LCM of this model, there is no need for the model registration 

	Fujitsu
	We think it would be good to have a common understanding on the assumption of model registration before further discussion. 
Our understanding on model registration is for UE-> NW, and the procedure of vendorNW seems out of the scope of air interface.
So, we think the discussion/study on model registration is under the  assumption that model registration is referring to a ‘UE-> NW’ procedure in LCM.  

	Lenovo
	[bookmark: OLE_LINK9]In our understanding, the main issue could be is where the models are managed (i.e., where the ‘Model development’ is located in the FL’s picture). If it is in the UE side, the registration could be Option 2; If it is in the vendor side, the registration is not needed; If it is in the Network side, the registration is Option 1.

	Panasonic
	Option 1 would be vender specific registration. Although it is necessary as the implementation, it does not have the specification impact.


	CATT
	We think the model registration is to register the UE-sided model to NW, which has the over-the-air signaling impact, even for the model downloaded from 3rd party server. For example, UE download a model from 3rd party server and register it to NW.

	Huawei, HiSilicon
	The definition of model registration may be discussed case by case.
For model transfer/delivery based model, it seems to be Option 1, since the NW can directly indicate the model ID in together with model file to UE; however, to say it does not need air-interface signaling may not be accurate, since for the model transfer, it needs 3gpp signaling/air-interface signaling to deliver the model as well as the ID.
For other level y based cases, for a UE-side/UE part model that has been newly deployed at UE but not known by NW, then it needs to report to the NW there is a new model. In this case, it seems to be applicable to both Option 1 (if the NW will further assign a global unique ID to this UE) and Option 2 (if the NW will not further assign a global unique ID to this UE); but for Option 2 under this case, as different UE vendors may generate a conflict ID, how to distinguish among UE vendors are not clear. 
We are more in favor of Option 1, but it seems too early to say Option 1 does not need air-interface signaling involved – if so, it will be less flexible and time efficient to let NW know the existence of a new model from UE side.
May be we can list the candidates for further discussions.

	Ericsson
	Share the concern with Panasonic. Prefer option 2

	Futurewei
	Agree with the FL that the process of assigning a model identity and providing its associated description should be done only once (vendor->NW). 

	Samsung
	Same view as vivo. To be more specific, our understanding is the following
Model registration is a process that results in UE and NW to have the same understanding while referring to an AI/ML feature or model UE supports. Therefore, it is UE’s indication of supported feature (implicit) or model (explicit) and NW’s assignment of an identity to identify the feature/model for LCM assistance.  






Discussion 4-14a: 
Option 1: Model registration is the first part of the two-step process:
· Step 1: model is registered from an entity (UE side or NW side) to the NW side (outside air interface)
· FFS: Whether NW side means operator or network vendor
· Step 2: NW and UE communicate model availability/capability using the model identity (with air interface)
Option 2: Model registration is via a single step process where UE directly indicates the model identity to NW.
Note: Which scenarios model registration is applicable is a separate discussion.


Proposal 4-15: 
Placeholder for terminology definition


Model configuration
Apple:
Proposal 6: Model registration and model configuration need not to be standardized. 

Samsung:
	Model configuration
	A process of setting the tuneable aspects of an AI/ML model to be used for model inference or model training.  



Nokia:
Proposal 7: Model configuration and deployment issues are addressed by vendors in a proprietary way, and RAN1 does not need to consider model deployment aspects in the study.

OPPO:
Proposal 6: Model configuration procedure should be studied.

CMCC:
Proposal 7: Model configuration is a process to provide the information of model ID and model description to UE. 
Proposal 8: For the model description information during model configuration, the following aspects could be considered:
· Model functionality
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information
[bookmark: _Hlk118732589]Proposal 9: When model inference is performed at UE side and model training is performed at gNB side, model configuration and model delivery can be integrated into one procedure.


[FL1] Discussion 4-16: 
It’s not clear whether we need a separate procedure for model configuration, or it can be absorbed into other procedures such as model delivery and model activation. Companies’ views are welcome.

	Company
	Comments

	vivo
	We prefer to further align understanding on the whole procedure before we identify what is call model configuration. This terminology can also be left for RAN2 discussion.

	CAICT
	Same understanding as FL.

	Huawei, HiSilicon
	Model configuration may refer to configuring the settings of the model, e.g., input/output, pre/post-processing, measurement/report, etc. These configurations can be done in per LCM procedure, such as model training, model monitoring, model inference, updating, etc. Thus, there is no need to define model configuration as a specific procedure of LCM

	Fujitsu
	For configuration-specific models, model configuration might be a step for its operation. Whether to have a separate procedure or not can be up to the discussion in use case sub agendas.

	Panasonic
	For us, it’s not clear whether we need a separate procedure for model configuration.


	NTT DOCOMO
	We do not think model configuration should be supported as an individual LCM process at this stage. After identifying the necessary steps for LCM, RAN1 can come back to this discussion.

	ZTE
	We don’t see the need to define model configuration. It seems to be in model delivery,  model selection and model activation.

	Ericsson
	No need to define model configuration




Model deployment
Huawei:
· Model deployment: Process of converting a trained AI/ML model into an executable form and deploy it to a target device where inference is to be performed.
Ericsson:
	Model deployment
	Process of converting an AI/ML model into an executable form and delivering it to a target UE for inference where inference is to be performed.
Note: The conversion may happen before or after delivery.



Samsung:
	Model deployment 
	A process of preparation of a trained AI/ML model for inference. A deployed model is ready for inference at the target device.



Nokia:
Proposal 7: Model configuration and deployment issues are addressed by vendors in a proprietary way, and RAN1 does not need to consider model deployment aspects in the study.

Intel:
	Model Deployment
	Process of converting an AI/ML model into an executable form and delivering it to a target device where inference is to be performed. The conversion may happen before or after delivery



Futurewei:
Proposal 9: Model Development: A process to deliver a trained, validated, and tested AI/ML model to a target device in the field where inference is to be performed by the model.

Xiaomi:
	AI/ML model deployment
	Process of converting a trained AI/ML model into an executable form for inference at a target device.
Note: The model deployment may happen either before or after model delivery.
Note: The model may be updated after deployment.



ETRI:
A process to deliver a trained, validated, and tested AI/ML model to a target device where inference is to be performed. The target device is at the same side with the source device where training is performed.

Lenovo:
Wait until some progress is made on UE capability before deciding how to define the model deployment considering model conversion.
LG:
Model deployment: An action to deliver an initially trained, validated, and tested AI/ML model to the Model Inference function

CAICT:
Proposal 7: Model compilation should be added to LCM process and could be defined as “Process of preparation of a trained AI/ML model for inference. A compiled model is ready for inference at the target device”.

Proposal 4-17: 
Placeholder for terminology definition


Model delivery and transfer
Qualcomm:
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[bookmark: _Ref118102830]Figure 1: Options for AI/ML model deployment and delivery of UE-side models (and UE-part of two-sided models)

[bookmark: _Ref118205189][bookmark: _Hlk118325688]Table 1: Model deployment and delivery options for UE-side models (and UE-part of two-sided models)
	Case
	Where the model is trained
	Model delivery format
	Where the model is hosted
	Example

	D1
	non-3gpp entity
	Target-specific pre-compiled
	non-3gpp entity
	A UE/chipset vendor trains a model, compiles it, and stores it in a proprietary repository. The model is delivered to UE via out-of-band.

	D2
	non-3gpp entity
	Target-specific pre-compiled
	3gpp network
	A UE/chipset vendor trains a model, compiles it, and stores it in a 3gpp network in a target-specific format. The stored model is delivered to UE via 3gpp signaling in a target-specific format.

	D3
	non-3gpp entity
	MRF
	non-3gpp entity
	A UE/chipset vendor trains a model and stores it in a proprietary repository in MRF. The model MRF is delivered to UE via out-of-band. UE will have to compile the model into an executable.

	D4
	non-3gpp entity
	MRF
	3gpp network
	A UE/chipset vendor trains a model and stores it in a 3gpp network in MRF. The model MRF is delivered to UE via 3gpp signaling. UE will have to compile the model into an executable.

	D5
	3gpp network
	Target-specific pre-compiled
	non-3gpp entity
	Network vendor trains a model, and UE/chipset vendor takes out the trained model and compiles it and stores it in a proprietary repository. The model is delivered to UE via out-of-band.

	D6
	3gpp network
	Target-specific pre-compiled
	3gpp network
	Network vendor trains a model, and UE/chipset vendor takes out the trained model and compiles it and stores it back to the network in a target-specific format. The stored model is delivered to UE via 3gpp signaling in a target-specific format.

	D7
	3gpp network
	MRF
	non-3gpp entity
	Network vendor trains a model, and UE/chipset vendor takes out the trained model and stores in a proprietary repository in MRF. The model MRF is delivered to UE via out-of-band. UE will have to compile the model into an executable.

	D8
	3gpp network
	MRF
	3gpp network
	Network vendor trains a model and stores it in the network in MRF. The model MRF is delivered to UE via 3gpp signaling. UE will have to compile the model into an executable.



Proposal 4: Take the Figure 2 and Table 2 as reference for ease of RAN1 discussion on model deployment and delivery of UE-side models (and UE-part of two-sided models).

Proposal 5: UE-side AI/ML models (and UE-part of two-sided AI/ML models) need to be designed and optimized in a device-specific manner before deployment.

Proposal 6: A UE-side AI/ML model (or UE-part of a two-sided AI/ML model) is converted into an executable before delivery to the UE.

Proposal 7: UE-side AI/ML models (and UE-part of two-sided AI/ML models) should be pre-tested by the target device vendor.

Proposal 8: Model development, training, storage, and delivery options need to consider feasibility of disclosing proprietary model information to the other side.

Proposal 9: Model development and training options should strive for the principle of engineering isolation, i.e., confining engineering effort needed for a new chipset/UE development to the given chipset/UE vendor.

Proposal 10: For the UE-side models (and UE-part of two-sided models), RAN1 should assume that the model (or UE-part) is developed, trained, pre-compiled, and fully tested at non-3gpp entities (such as a UE/chipset vendor’s proprietary server), before being delivered to UE. The model in a target-specific pre-compiled format may be delivered either in out-of-band manner (if stored at non-3gpp entity) or via 3gpp signaling (if stored at 3gpp entity).

Proposal 11: For UE-side models, input to the model does not need to be specified.


MediaTek:
[bookmark: OLE_LINK131]Proposal 15: Confirm that if there is model transfer over the air interface either through CP or UP, it is considered as Level z and not transparent to 3GPP signaling over air interface. 
Proposal 16: For model transfer, RAN1 focuses on what kind of information needs to be delivered for model transfer. RAN1 leaves model transfer channel (CP or UP) and model transfer format to RAN2 discussion. 
Proposal 17: RAN1 should not prioritize any network-UE collaboration levels without RAN2 evaluation and input.  

Apple:
Proposal 7: For level z, 3GPP consider endorse a few existing AI model formats. 3GPP does not specify its own model format for model delivery.

Huawei:
· AI/ML model transfer: Delivery of an AI/ML model over the air-interface signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Samsung:
Proposal #4: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-  Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
 -  Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Proposal #5:  Further consider two categories for model transfer
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for a completely new model to the receiving node.

Nokia:
Proposal 2: Consider “proprietary model” and “open-format model” as two separate categories for RAN1 discussion, and update the list of the terminologies with the following definitions:
	Proprietary models
	The ML models of proprietary format, including the model structure and parameters descriptions, and run-time instructions
[bookmark: _Hlk118105016]NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.
FFS: what a model’s metadata should contain

	Open-format models
	ML models of specified format that allow their interoperability among devices of different vendors. 
NOTE: An example of an open format for ML models is ONNX.



Proposal 12: RAN1 to deprioritize solutions that require 3GPP-specified open-format models unless there is a clear justification.

Proposal 13: RAN1 to study 3GPP-based signaling required for delivering a proprietary ML model.

vivo:
Proposal 14: [bookmark: _Hlk118745995]Both open format and proprietary format have advantages and disadvantages. AI/ML model with open format that only contains simple model structures can obtain the most gain of open format and proprietary format.
Proposal 15: RAN1 concludes typical model size, frequency of model transfer and latency requirement and send LS to RAN2 and SA2 to study the feasible solutions for model transfer.
Proposal 16: Study the following public formats for model transfer.
· Executable but public format;
· Current AI/ML frameworks chosen by two sides; 
· One public format for model description, such as ONNX;
· New format for model description defined by 3GPP.	
Proposal 17: The following aspects need to be studied for model transfer capability:
· Whether UE supports model structure update or only model parameter update
· Which AI/ML model description format UE supports.

ZTE:
Proposal 5: To facilitate further evaluation in RAN1, at least consider the following options for model delivery:
· Core network centered method: Model delivery via signaling between CN and NG-RAN;
· gNB centered method: Model delivery via signaling between gNB and UE;
· Cloud centered method: Model delivery is transparent to specifications.

Proposal 6: RAN1 should further discuss the pros and cons to support vendor-specific model format and standardized model format. Then, RAN1 should send LS to other working groups (e.g., RAN2/3 and SA2) about the feasibility to support different types of model format.

Intel:
Proposal-5: For the purposes of model transfer, discuss model generation and model transfer options via CP or UP (including models with defined or proprietary formats) for different use-cases 

Google:
Proposal 13: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.

CATT:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface via 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



Proposal 7: Further study proprietary format, open MRF and 3GPP-standadized MRF in a parallel way.

Proposal 22: For model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer.
· Periodicity/trigger.
· Latency and reliability requirement.
· Model delivery format.

Spreadtrum Communications:
Proposal 2: Suggest to consider the following terminology definition:
· AI/ML model transfer: Delivery of an AI/ML model over the air interface with non-transparent 3GPP signalling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

Xiaomi:
Proposal 5: Study the following cases in Rel-18
· Model delivery between  one 3GPP entity and another 3GPP entity 
· Model delivery between one 3GPP entity and non-3GPP entity 

Proposal 6: Send LS to RAN2 and SA2 to study the detailed model delivery procedure 

Sony:
Proposal 1: RAN1 should prioritise the study of collaboration level y&z between transmitter and receiver to identify issues and solutions.
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.

CMCC:
Proposal 2: Study the following options and potential spec impact of model delivery. 
· Opt1. UE specific format based model transfer
· Opt2. Standard format based model transfer
· Opt3. OTT/OAM based model delivery 

Lenovo:
1. Define a unified model description format for model delivery within 3GPP to 	support multi-vendor operations.
1. Focus on the RAN impact when studying the AI/ML model format.
1. RAN1 should only focus on the study of model delivery schemes over air interface.

CAICT:
Proposal 3: Model transfer for two-side model should be supported as a typical use for collaboration level z.
Proposal 4: Model transfer for both one-side and two-side model should be considered. 

Panasonic:
Proposal 1: Not to assume the interface between RAN/CN nodes to proprietary servers for the study of AI/ML functional difference. If such interface is available, level y and z difference can be reduced.
Proposal 2: AI/ML model in level x and y are trained via offline or by the other UEs. AI/ML model in level z can be online trained model with the information available within RAN/CN nodes.

Rakuten Mobile:
Proposal 1
Application of proprietary AI/ML model application in case of model z can be precluded.


[FL1] Proposal 4-18: 
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, and update the list of the terminologies with the following definitions as a working assumption:
	Proprietary models
	The ML models of vendor-/device-specific proprietary format, including the model structure and parameters descriptions, and run-time instructions
NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.
FFS: what a model’s metadata should contain

	Open-format models
	ML models of specified format that allow their interoperability among devices of different vendors.
NOTE: An example of an open format for ML models is ONNX.




	
	Yes
	No

	Agree?
	 Panasonic, DCM
	Huawei, HiSilicon

	Company
	Comments

	vivo
	For proprietary models, coupling meta data with its definition seems making it more complicated without clear justification.  
Proprietary models
The ML models of vendor-/device-specific proprietary format, including the model structure and parameters descriptions, and run-time instructions
NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.
FFS: what a model’s metadata should contain
Open format models:
ML models of specified format that are mutually recognizable between different vendors and allow their interoperability among devices of different vendors.
NOTE: An example of an open format for ML models is ONNX.

	CAICT
	We are fine with the definition of open-format models and not sure whether proprietary models should be defined. 

	Nokia
	Support

	Huawei, HiSilicon
	The boundary between proprietary format and open format is not clear. From the 3GPP spec point of view, both of them are implementations. If 3GPP does not specify a MRF, then for the NW vendors and UE vendors, how to develop their MRF is up to companies: either to directly interoperate with the proprietary format of another vendor, or adopt an intermediate format such as ONNX (also not specified by 3GPP but a 3rd party organization) – both are implementations.
To better distinguish the format, we suggest the following categorization:
· 3GPP-defined model representation format (MRF)
· Vendor-specific model format, of which the MRF is 3GPP transparent.


	Fujitsu
	Proprietary models -> Proprietary format models

	CATT
	We have the same view as Huawei.

	ZTE
	Agree with Huawei.

	Ericsson
	Support. Also ok with the proposal from Huawei.

	Samsung
	Agree with vivo. By the same token, ‘run-time instruction’ can also be removed. 
Proprietary models
The ML models of vendor-/device-specific proprietary format, including the model structure and parameters descriptions, and run-time instructions.
NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.
FFS: what a model’s metadata should contain.
Open format models:
ML models of specified format that are mutually recognizable between different vendors and allow their interoperability among devices of different vendors.
NOTE: An example of an open format for ML models is ONNX


	ETRI
	We are fine with vivo’s update.




[FL1] Proposed conclusions 4-19: 
Concerns with a model developed without device specific considerations:
· Suboptimal performance due to unoptimized model design for the device (e.g., device specific input, device specific pre-processing, device specific power/complexity/performance trade-off considerations)
· Hardware efficiency (lack of device-specific optimization for hardware implementation)
· Interoperability issue: Models may not run in a plug-and-play manner at the device.
· Model performance (e.g., inference latency) at the target device may not be guaranteed.
· Lack of vendor differentiation, potentially hindering innovation
Benefits of a vendor-/device-agnostic model:
· Less offline engineering effort across vendors for two-sided model training

Concerns with model delivery in an open format:
· It requires device capability for compiling and running the model.
· FFS: device capability for parameter-only update
· Proprietary model information is disclosed across vendors.
· Model performance (e.g., intermediate KPIs and end-to-end performance) is not guaranteed if model parameters are updated.
· Lack of full model testing in its final form that may lead to unoptimized and/or unexpected device behavior.
· Specification impact
Benefits of model delivery in an open format:
· Shorter model update timescale compared to vendor-/device specific proprietary models that need offline model re-training, compiling, and testing


	Company
	Comments

	vivo
	We have different understanding, especially for cases where only parameters of the model is updated.  Furthermore, the discussion on whether the model is developed in a device specific or not is irrelevant to whether the delivery is based on open format or proprietary format. For example, the model can be developed based on meta data from a specific device, thus it is device specific but it can still be open format. Thus we prefer to focus on open format first.
Concerns with a model developed without device specific considerations:
· Suboptimal performance due to unoptimized model design for the device (e.g., device specific input, device specific pre-processing, device specific power/complexity/performance trade-off considerations)
· Hardware efficiency (lack of device-specific optimization for hardware implementation)
· Interoperability issue: Models may not run in a plug-and-play manner at the device.
· Model performance (e.g., inference latency) at the target device may not be guaranteed.
· Lack of vendor differentiation, potentially hindering innovation
Benefits of a vendor-/device-agnostic model:
· Less offline engineering effort across vendors for two-sided model training

Concerns with model delivery in an open format:
· It requires device capability for compiling and running the model.
· FFS: device capability for parameter-only update
· Proprietary model information is disclosed across vendors, but if widely-known model (fully connected or CNN) is used, this issue does not exist.
· Model performance (e.g., intermediate KPIs and end-to-end performance) is not guaranteed if model parameters are updated.
· Lack of full model testing in its final form that may lead to unoptimized and/or unexpected device behavior.
· Specification impact
Benefits of model delivery in an open format:
· Shorter model update timescale compared to vendor-/device specific proprietary models that need offline model re-training, compiling, and testing
· Less offline engineering effort across vendors for two-sided model training
· Testing framework feasible for involvement of multiple vendors, including testing equipment vendors

	CAICT
	The benefits of model delivery should include the fast deployment of zone/area/scenario specific AI/ML model for better performance. We would like to have some further clarification on the definition of ‘model developed without device specific considerations’. At least, we can’t simply equal model delivery with open format to model developed without device specific considerations. 

	Nokia
	Ok with the direction of the conclusion and support most of the listed aspects. 

	Fujitsu
	We suggest put the focus of this discussion on two-sided model, wherein model delivery is an essential step (for type 1 training). 

	Panasonic
	We are ok with the proposal.


	CATT
	For model developed, we think this issue can be left into UE implement. No need to have such conclusion.

	Ericsson
	Ok in general with the conclusion, but don’t see the necessity of the conclusions. 




[FL1] Proposal 4-20: 
FL comments:
From companies’ contributions, it is identified that models may be hosted and delivered:
· Via RRC/MAC between RAN and UE
· Via NAS between CN and UE
· Via user plane between CN and UE
· Via application traffic (user plane) between a proprietary server and UE
· API between a proprietary server and RAN/CN may also be relevant for consideration.
The following diagram from Panasonic is quoted here only for the purpose of ease of understanding.
[image: Diagram
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However, the discussion on model storage and delivery mechanisms falls outside the RAN1 domain, and RAN2 is expected to evaluate these options, taking RAN1 studies/agreements into consideration.
Meanwhile, RAN1 to proceed discussion assuming that the model delivery may be from a 3gpp-entity or from a non-3gpp entity (such as a proprietary server).

RAN1 proceeds discussion assuming that the model delivery may be from a 3gpp-entity or from a non-3gpp entity (such as a proprietary server), while RAN2 is expected to evaluate various model delivery mechanisms taking RAN1 studies/agreements into consideration.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	vivo
	This can be discussed in RAN2 and SA2.

	CAICT
	We tend to agree FL’s feeling and not sure RAN2’s expectation. 

	Nokia
	Model delivery with 3GPP signalling is only related to collaboration level z. RAN1 shall first discuss whether that level-z is supported (after proper investigation on pros/cons and feasibilities) for further study in Rel-18. For now, this is not a critical issue. 

	Xiaomi1
	Same comment with vivo, SA2 may be involved, since some CN signaling is also involved 

	Huawei, HiSilicon
	Agree with vivo, RAN1 is not going to handle these issues. Leave them to RAN2.

	Fujitsu
	Similar view as that of vivo and Xiaomi.

	CATT
	We share the same view as vivo. This issue can be discussed in RAN2 and SA2.

	ZTE
	It’s better that RAN1 can send LS to RAN2 about the discussion we had in RAN1 since different options would have different specification impacts in RAN1. It’s RAN1’s decision on whether to support model delivery/transfer.

	Ericsson
	Share the concerns by vivo. To be discussed in RAN2

	Mediatek
	This can be discussed in RAN2 and SA2. RAN1 should justify why/when model transfer is needed and what information is required if model transfer is performed. How to perform model transfer should be left to RAN2 and SA2. 




[FL1] Proposal 4-21: 
Provide input to RAN2’s study of model delivery mechanism and model delivery format, based on CSI compression use case.
Model delivery format options under consideration in RAN1 include, at least
· Vendor-/device-specific proprietary format
· Open format, i.e., 3GPP-standardized/adopted model representation format (MRF)
Table: Description of CSI compression encoder and its complexity
	Company
	Model description
	Model size (#Parameters)
	Computational complexity (FLOPs)

	
	
	
	



Note: Multiple models may have to be delivered at the same time (e.g., upon handover) if UE is configured with multiple AI/ML functionalities (e.g., CSI compression and beam prediction).
Note: For the frequency of model delivery, RAN2 may assume that the model delivery may happen along with handover events.
Note: RAN2 may also consider any upper-layer complexity associated with model delivery apart from the model size and computational complexity when discussing the model delivery method.
Send LS to RAN2 and cc to SA2.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	Support this with following update (we prefer to capture companies understanding on the model delivery frequency also in the table). The following table would be filled up later on.
Provide input to RAN2’s study of model delivery mechanism and model delivery format, based on CSI compression use case.
Model delivery format options under consideration in RAN1 include, at least
· Vendor-/device-specific proprietary format
· Open format, i.e., 3GPP-standardized/adopted model representation format (MRF)
Table: Description of CSI compression encoder and its complexity
	Company
	Model description
	Model size (#Parameters)
	Computational complexity (FLOPs)
	Expected model delivery frequency

	
	
	
	
	



Note: Multiple models may have to be delivered at the same time (e.g., upon handover) if UE is configured with multiple AI/ML functionalities (e.g., CSI compression and beam prediction).
Note: For the frequency of model delivery, RAN2 may assume that the model delivery may happen along with handover events. The frequency of model delivery may be coupled with model size, e.g., for cases where the model needs to be updated per cell, the model size may be small while for a generic model for a large area, the model size may be large. 
Note: RAN2 may also consider any upper-layer complexity associated with model delivery apart from the model size and computational complexity when discussing the model delivery method.
Send LS to RAN2 and cc to SA2.
Note: The size of the model may depend on operation mode, e.g., for cases where 



	CAICT
	We prefer to delete the wording “based on CSI compression use case” in the first sentence. And the details of the table need discussed more. 

	Nokia
	Not support. As mentioned, model delivery with 3GPP signaling require further studies prior any more studies on this.  

	Xiaomi1
	For the model size, besides the number of parameters, we think the number of Bytes of one AI model occupies should be included as well, since RAN2 may have difficulty in understanding how large one AI model is. 
As for the model delivery frequency, we think currently it is difficult to assess this parameter and in different scenario, the frequency may be different. So, we think we don’t need to rush for this parameter at stage. 
The following is our suggestion 
	Company
	Model description
	Model size (Mbytes)
	Number of parameters 
	Computational complexity (FLOPs)

	
	
	
	
	




	Fujitsu
	we share the similar view as Xiaomi. 

	Panasonic
	We are  not yet clear the reason of the table. It can be outcome of Proposal 4-12.


	CATT
	We think the whole proposal is for model transfer, since model transfer may have RAN2 spec impact. Thus, prefer to change “model delivery” into “model transfer”.
For the note related with the frequency of model delivery, this can be related with different models, e.g., model generalization.

	ZTE
	OK with the LS. However, the table and all the notes should be removed as it belongs to RAN2 study. Anyway, RANN2/SA2 should have to study the feasibility of model complexity and model delivery overhead.

	Huawei, HiSilicon
	The example for Open format is different from its proposed definition in Proposal 4-18.
Same as our proposed categorization for Proposal 4-18, that we can distinguish them with ‘vendor specific’ and ‘3gpp standardized’

Model delivery format options under consideration in RAN1 include, at least
· Vendor-/device-specific proprietary format
· Open format, i.e., 3GPP-standardized/adopted model representation format (MRF)
For the comment from vivo on “model transfer frequency” we are fine with it.

	Ericsson
	Support. Ok with the update from Xiaomi1. 



Please provide company input here:
	Company
	Model description
	Model size (#Parameters)
	Computational complexity (FLOPs)

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	





Model inference operation 
ETRI:
Proposal 8: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
-	Capability A: Not capable to provide AI/ML model inference performance
-	Capability B: Capable to provide AI/ML model inference performance with GT
-	Capability C: Capable to provide AI/ML model inference performance estimate without GT

Google:
Proposal 6: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.
Proposal 7: Study parallel model inference based on the same or different AI/ML models.

Huawei:
Proposal 9: Study the following aspects for pre/post-processing: 
· Pre/post-processing methods, e.g. scalability to different configurations, pre-processing to the measured channel 
· Potential spec impact on how to align the pre/post-processing methods between Network and UE

MediaTek:
Proposal 1: The mechanisms for data collection, model training, model monitoring and model inference are use case specific and studied for each use case.

NVIDIA:
Proposal 13: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 14: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model inference output and post-processing.

OPPO:
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.
QC:
Proposal 21: Define the following terminologies
· Scenario discovery: offline decision process of determining how many models to develop for the given functionality and determining the applicable scenario, configuration, and/or coverage area of each model
· Scenario association: process of determining which model among a group of models for the given functionality is applicable for inference

Proposal 22: Models may be registered with applicable meta information, so that the right model could be chosen for inference that matches with the meta information applicable at the inference time.

VIVO:
Proposal 41:	Study the assistance information needed for model inference.
Proposal 42:	Study ways for UE to report its capability for latencies with respect to the model inference.
Proposal 43:	Study UE capability on supported quantization levels.

ZTE:
Proposal 8: For model inference operation, further study
•	Data required for model input, e.g., reference signal configurations and assistance information delivery
•	Report feedback based on the model output, e.g., quantization methods, UCI mapping order and priority
•	Inference latency, e.g., the relationship between inference latency and CSI reference resource



Model selection, activation, deactivation, switching, and fallback operation 

	RAN1 #110bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms




CAICT:
Proposal 5：The definition of model selection could be “Process of selecting one among multiple alternative models for activation” with a note that model selection and selection of AI-based and non-AI based algorithms are different process.  

CMCC:
Proposal 4: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.

Proposal 10: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network. 

NTT DOCOMO:

Proposal 4: NW should control which UE-side and NW-side model to be activated or deactivated based the NW operation.

Proposal 8: Define model selection as follows.
	Model selection
	Select one AI/ML model for activation among multiple registered models for the same functionality. 



Proposal 14: Study the mechanism to apply fallback operations of each sub use case.
Proposal 17: Capture the following terminologies in the working list
	Model activation
	Enable an AI/ML model for a specific functionality among registered models

	Model deactivation
	Disable an activated AI/ML model for a specific functionality. 



Ericsson:

Proposal 9: For a one-sided sided AI/ML models on the UE side, study specification impact for how the UE can indicate a feature version potentially based on the model ID as part of its UE capabilities
Proposal 10: For a one-sided AI/ML model on the UE side, it is unclear if we need to define specific terms associated with AI/ML model for activation, deactivation, and registration. Instead, we propose to reuse the UE capability framework as defined in 38.331 and 38.306 as a starting point
Proposal 11: Prioritize NW-sided initiated AI/ML selection, activation, deactivation, switching, and fallback operation at the UE
Proposal 12: Agree on the conclusions that for a one-sided AI/ML model on the UE side, fallback mechanisms can be achieved by the UE being configured by the non-AI/ML based features already existing in the specification for the applicable use case of the SI.

[bookmark: _Toc115449662][bookmark: _Toc118720070]Proposal 13: Revise the description of the term “AI/ML model inference” with the proposed changes captured in Table 5 in section 2.8 (Ericsson Proposal 21 in Section 2.1.1)
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[bookmark: _Ref115428176]Figure 8: Stages within model inference (pipeline).


ETRI:
Proposal 1: For the LCM of AI/ML model in NR air interface, study the model management after model deployment first, including:
-	Model performance monitoring
-	Model activation/deactivation

Proposal 6: For the LCM of AI/ML model in NR air interface, consider AI/ML model activation/deactivation control in NW as a starting point.

Futurewei:
Proposal 8: For 1-side mode, the model selection/switching could be transparent.
Proposal 9: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE
Proposal 10: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.

Huawei:
Proposal 1:  Define the following terminologies if needed (Part of Proposal 1 related to model selection): 
· Model selection: A process of selecting one AI/ML model among multiple alternative models with same functionality for activation.
Proposal 23: For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, take the following modes as baseline:
· Decision by the network
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network, and the network indicates UE to execute the decision accordingly
Proposal 24: Study the case where Network tests the performance of the UE part model or UE-side model before model activation for guaranteeing the network performance.
Proposal 27: For the discussion of LCM, studying model activation/deactivation, model selection/switching, [model monitoring], and [UE capability] in 9.2.1, while studying model deployment, data collection, model training, updating, inference, model monitoring, model fallback, and UE capability in the agendas of each use case can be a starting point.
· FFS on [model registration].

Intel:
Proposal-7: Study specification impacts associated with one sided models (at least UE-side models) and two-sided models that may include UE capability exchange, performance monitoring, activation, de-activation, configuration of models.
	Model Selection, activation, deactivation 
	Model selection is the process of selecting one model amongst many alternatives 
Model activation and deactivation is to enable and disable the model in case of non AI/ML model implementation  




LGE:
Proposal #5: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability and/or reliability of the reported values for NW to decide whether or not to use it.
Proposal #6: Multiple performance references/requirements for AI/ML model should be considered for the same functionality, e.g. a relaxed prediction requirement and a tighter prediction requirement.
Proposal #7: For two-sided models, model selection/activation/deactivation/switching can be decided by the NW.

MediaTek:
Proposal 2: The mechanisms for model transfer, model configuration, model selection, model switching, model activation/deactivation, fallback and UE capability reporting should be common for different use cases and be studied in the general aspect.
Proposal 6: Clarify model selection as the operation to select the first AI/ML model at the very beginning when AI/ML is enabled.
Proposal 7: Clarify the difference between model switching and model activation/deactivation and discuss the need to keep both.

Nokia:
Proposal 9: NW should be able to control model functionality switching and ML functionality (de)activation at UE.
Proposal 10: RAN1 to study signaling mechanism, criteria, and time delay of activation, deactivation (fallback to a non-ML function), switching of ML models and/or model functionality.
Proposal 11: For a two-sided model, study how to limit the maximum number of ML models that need to be supported on the NW side.
Proposal 15: For RAN1 ML-enabled solutions purposes, to include in the over-the-air overhead analysis the time delay budget allowed for the potential model transfer, control signaling (activation/deactivation/switch), data collection, data pre/post-processing, and inference procedures.
Proposal 17: RAN1 to consider discussing the introduction of model functionality test procedures that capture not only different static scenarios/configurations/conditions but also non-stationary radio scenarios/conditions, which may result in ML monitoring actions such as activation/deactivation/switching and/or updating of underlying ML model.

NVIDIA:
Proposal 11: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.


OPPO:
[bookmark: _Hlk102056072]Proposal 7: For the mechanisms for AI/ML model selection, activation, deactivation, switching, and fallback, 
· The UE-sided model is decided by UE.
· The decision may be informed to NW, if needed.
· The NW-sided model is decided by NW.
· The decision may be informed to UE, if needed.
· FFS: The two-sided model case. 
· It may depend on the actual use case, e.g., whether the use case is related to the system-level performance, or it is only related to a UE’s link-level performance.
· The decision needs to be informed to the other side.

Panasonic:
Proposal 8:  Model switching should be allowed at any time from the network.

Spreadtrum:
Proposal 8: For model selection, activation, deactivation, switching, and fallback for network sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated

vivo:
Proposal 19: Model selection, activation, deactivation, switching, and fallback can be studied per use case.
Proposal 20: If model ID based operation is used, model ID can be used for network to indicate the exact AI/ML model that is to be selected, activated, deactivated and switched.
Proposal 21: If model functionality based operation is used, model selection and switching is done by UE through implementation, while model activation, deactivation, and fallback can be control by network using the indication of the model functionality.
Proposal 22: Study event triggered model selection, activation, deactivation, switching, and fallback
Proposal 23: Different types of performance monitoring, i.e., periodic, semi-persistence, aperiodic and event triggered, can work together for model selection, activation, deactivation, switching, and fallback. For event triggered performance monitoring, different types of events can be defined for different purposes.
Proposal 24:	Study the mechanism for dynamic UE reporting of whether it has enough resources to run AI/ML models.

TCL communication:
Proposal 8: During model switching, a backup model can be randomly selected, or according to the preference of UE or gNB. 

Lenovo:
Study the model adaptation methods in each sub use case, followed by the investigation on the common requirements and specification impacts if any.

[FL1] Proposal 4-22: 
Capture the following definition in the working list of terminologies:
· Model selection: selection of an AI/ML model for activation among multiple models for the same functionality.

	
	Yes
	No

	Agree?
	 CAICT, Xiaomi1 Huawei, HiSilicon, CATT, DCM, KDDI, ETRI
	

	Company
	Comments

	vivo
	Fine with this.

	Nokia
	Functionality shall be redefined as it is used incorrectly in previous agreements. 

	Huawei, HiSilicon
	OK.

	Fujitsu
	· Model selection: selection of an AI/ML model for activation/model switching among multiple models for the same functionality.


	Panasonic
	By the activation itself would contain the meaning of selection. Therefore, no strong need is identified for the selection itself.

	ZTE
	If we go this way, what’s the difference between model activation and model selection? Do we mean model selection should be associated with an ID and model activation is not required?
	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function


To our understanding, model selection is not limited to select one model. It may select multiple models that can be used for inference. Then, model activation is to activate one of the multiple models.
· Model selection: selection of AI/ML model(s) of a specific function that can be further activated for inference.

	Ericsson
	Ok

	Samsung
	fine




FL comment 4-23: 
Detailed aspects of model selection, activation, deactivation, switching, and fallback operation can be studied on a per-use-case basis in each sub-agenda, while common mechanisms can be studied in 9.2.1.

	Company
	Comments

	CAICT
	Agree.

	Fujitsu
	Agree.

	Panasonic
	Agree

	CATT
	Agree

	NTT DOCOMO
	Agree

	ZTE
	Agree.

	KDDI
	Agree.

	Mediatek
	Tend to agree. But it is desired that an unified control mechanism is designed for different use cases. 

	Samsung
	Agree

	ETRI
	OK.




Model monitoring 

	RAN1 #110bis-e Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1 #110bis-e Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
1. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
1. Monitoring based on system performance, including metrics related to system peformance KPIs
1. Other monitoring solutions, at least following 2 options.
35. Monitoring based on data distribution
1. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
1. Output-based: e.g., drift detection of output data
35. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

RAN1 #110bis-e Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures





CMCC:
Proposal 11: For NW-sided AI/ML model, study the following mechanism for model monitoring
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Proposal 20: When the performance monitoring metric/method is the input or output data-based monitoring method, such as data drift between training dataset and observed dataset or out-of-distribution detection, the overhead of storing these data and the complexity to compute the input or output data-based KPIs need to be considered.



NTT DOCOMO:
Proposal 15: In model monitoring, (near) real time-scale performance metrics should be provided to NW for reliable model activation/deactivation/switching/fallback in case of NW-controlled models
Proposal 16: Study the model monitoring mechanism for inactive models and fallback operation in addition to active models.  

Ericsson:
Proposal 14: Define the term “Data validation” with the description given by the text proposal in Table 5 in section 2.8 (Ericsson Proposal 21 in Section 2.1.1).

ETRI:
Proposal 7: For the LCM of AI/ML model in NR air interface, study UE report on AI/ML model performance indication to support AI/ML model activation/deactivation in NW.

Fujitsu:
Proposal 7: Study model-ID-based monitoring performance sharing to enhance monitoring accuracy or to reduce monitoring overhead and latency, taking the following issues into account:
•	Model monitoring results (e.g. performance) sharing
•	Model monitoring mechanism referring to the shared monitoring results
•	Impacts of unified model ID and localized model ID
•	FFS: the details of monitoring results

Nokia:
Proposal 8: RAN1 to prioritize NW-controlled model monitoring, and focus only on the following variants, 
·  Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
·  Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network

Futurewei:
Proposal 11: For 1-side mode, the model monitoring should be performed at the same side with the model inference and training, and study necessary information from the other side to assist the model monitoring
Proposal 12: For 2-side mode, further study the following options for model monitoring
•	Option 1: The model monitoring is based on the input for the AI/ML model in transmitter side and the output for the AI/ML model in receiver side
•	Option 2: The model monitoring is based on some performance related metric, e.g., hypothetical BLER, based on the output for the AI/ML model

Huawei:
Proposal 19: Study the potential procedures included by model monitoring, including data collection, measurement and report, AI/ML and non-AI/ML co-existence.
Proposal 20: The input or output data based monitoring should be evaluated before being further discussed for potential spec impact, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.
Proposal 21: Study the following three modes of model monitoring:
· Mode 1: Network collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
· This case is applicable to Network-side model and two-sided model
· Mode 2: UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to Network, and Network makes monitoring decision 
· This case is applicable to Network-side model, UE-side model, and two-sided model
· Mode 3: UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to Network; Network will indicate UE to execute the decision accordingly
· This case is applicable to UE-side model
· Network may configure a reference metric (e.g., throughput/RSRP, or intermediate KPIs) to facilitate UE to make decision
Proposal 22: Study the signaling of model monitoring:
· Signaling to trigger/configure the monitoring information
· Data collection for monitoring
· Dedicated RS for monitoring
· Report of monitoring decision

Lenovo:
Proposal 13: Study the model performance monitoring methods in each sub use case, followed by the investigation on the common requirements and specification impacts if any.

MediaTek:
Proposal 8: For network-decided and network-initiated mechanism, model monitoring is performed at the network side. 
Proposal 9: For network-sided and UE-initiated mechanism, consider the cases that model monitoring is performed at the UE side or at both UE and network side.
Proposal 10: For UE-decided mechanisms, model monitoring is performed at the UE side. 
Proposal 11: If model selection, activation, deactivation, switching, and fallback is UE-autonomous without reporting the decision to the network, model monitoring and model control at the UE side is implementation specific and will not be specified.

NVIDIA:
Proposal 12: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model performance monitoring, model update/tuning, and model selection/switching.

OPPO:
Proposal 8: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, model transfer and model re-training.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point. Complexity and overhead are not considered as metrics for model performance monitoring.
· Study performance prediction mechanism for an unused model.
· Model re-training is considered with low priority.
· Study evaluation methodology for performance monitoring approaches.
Proposal 9: Study on AI/ML training performance monitoring is low priority.
Proposal 10: For AI/ML model performance monitoring,
· The performance monitor of a UE-sided model is the UE.
· The performance monitor of a NW-sided model is the NW.
· For two-sided model, on which side the monitoring is performed depends on different use case, taking account of monitoring accuracy, complexity and signaling overhead.
Rakuten:
Proposal 5: Performance monitoring should be done with awareness of model ID.

Samsung:
Proposal #10: Study direct model monitoring, e.g., monitoring based on inference latency, and indirect monitoring, e.g., monitoring based on system performance, input/output data distribution, application condition, per use case.  
· Prioritize methods that do not require specifying monitoring metrics unless justified. 
Proposal #15: For approached to achieve good performance across different scenarios/configurations/sites, e.g., model generalization, model switching, model update, etc., study 
· Methods to discover and/or report scenarios/configurations/sites   
· Model input/output pre/post-processing and the additional side-information  required to achieve model  generalization

TCL communication:
Proposal 7: At the inference stage, the AI/ML model has to be monitored. If the AI/ML model does not work properly, it can be replaced by a backup AI/ML model or fall back to the non-ML working way.

vivo:
Proposal 25: Study intermediate KPIs of performance monitoring case by case.
Proposal 26: Study the overhead and accuracy of performance monitoring based on data distribution.
Proposal 27: Study the instantaneous, short term and long term measurement of the performance KPIs.
Proposal 28: Study the UE-initiated, event triggered and NW-indicated performance monitoring.

Xiaomi:
Proposal 7: study the performance monitoring from the following two aspects
· Monitor the performance of activated AI model to assess whether to deactivate this model or update this model 
· Monitor the possible performance of AI model not activated to assess whether to activate the AI model. 

Proposal 8: Study the mechanism to enable fast performance report

ZTE:
Proposal 9: For UE-side/part model, depending on which side the model monitoring metrics are calculated and whether the model monitoring metrics should be reported, further study following options:
▪	UE based model monitoring: model monitoring metrics are calculated by UE, and the model monitoring metrics are not reported to network side.
▪	Network based model monitoring: model monitoring metrics are calculated by network (with/without the potential to inform UE about the model monitoring metrics).
▪	Hybrid model monitoring: monitoring metrics are calculated by UE, then the model monitoring metrics are reported to network side.
Note: Model selection/activation/deactivation/switching/fallback can be discussed separately from model monitoring.

FL comment 4-24
There are quite a few proposals on which entity should be monitoring the KPIs and which entity should be making monitoring decisions (activation/deactivation/switching/fallback) for one-sided and two-sided AI/ML models. As an example, some companies believe the monitoring decisions for one-sided AI/ML models should be exclusively made by the side at which the AI/ML inference is happening, whereas some other companies promote the prospect of (also) making monitoring decisions at NW side for UE-side AI/ML models. A similar trend holds for which side should be monitoring KPIs for one-sided and two-sided AI/ML models. From FL’s perspective, it would be more efficient and constructive if these discussions continue in the context of each respective use case, and FL believes more progress can be made by carefully analyzing the pros and cons of each methodology per use case, as opposed to exhaustively listing all the possible options in this agenda item.

	Company
	Comments

	vivo
	We share similar understanding with FL that it would be more efficient and constructive if these discussions continue in the context of each respective use case

	CAICT
	Agree.

	Xiaomi1
	Support

	Fujitsu
	We think monitoring results collection and sharing based on model ID can be considered for all use cases. For example, if a scenario-specific model equipped in a UE does not have a good performance, and is deactivated in one cell, it is likely that this model (with the same model ID) does not work well either in other UEs in the same cell. Moreover, if the model-ID is a network-wide ID, the network side can have historic data about the performance of each model. With the reference to the historic data, the reliability of model monitoring and the decisions on fall back, model activation/deactivation, model selection and model switching may potentially be largely enhanced. 
So, we suggest to study model monitoring referring to historic monitoring results collected with model-ID in 9.2.1.

	Panasonic
	Supprot

	CATT
	Share the same view with FL.

	ZTE
	Ok to further study. However, a high-level categorization in 9.2.1 will help the progress in each use case. For example, the categorization should be based on  which side the model monitoring metrics are calculated and whether the model monitoring metrics should be reported. In addition, Model selection/activation/deactivation/switching/fallback can be discussed separately from model monitoring.

	Mediatek
	Agree.

	Samsung
	Ok.

	ETRI
	OK.




Specific models 
vivo
Proposal 1:	Collaboration level z can be used to facilitate zone specific model development.
Proposal 18: Models in a group of models are expected to share a common model structure.
Proposal 19: Study the model transfer aided model switching for achieving good performance across different scenarios/configurations/sites.

CMCC:
Proposal 4: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.

Samsung:
Proposal #15: For approached to achieve good performance across different scenarios/configurations/sites, e.g., model generalization, model switching, model update, etc., study 
· Approaches to discover and/or report scenarios/configurations/sites   
· Model input/output pre/post-processing and the additional side-information required to achieve           model generalization

Xiaomi:
For the development of a set of specific models and the support of multiple AI models, the following aspects may be involved in the specification impact study 
· Report of scenario/site/configuration during the data collection
· Signalling/measurement for the application condition identification 
· Signalling for the AI model configuration / Report of the deployed AI model
· Signalling/procedure to trigger the AI model switch 
· Signalling for the indication of AI model switch/ Report of AI model switch 


Model update 
Huawei, HiSilicon (Part of the proposal related to model update):
Proposal 1:  Define the following terminologies if needed: 
· Model update: Re-training or fine-tuning of an AI/ML model, via online/offline training, to improve the model inference performance. Model update can either only update the model parameters or update the model structure along with the parameters.

vivo:
Proposal 39:	Study different requirements of two different kinds of model updating.
· Only parameters updating
· Both structure and parameters updating

Proposal 40:	Study impact of finetuning on other LCM aspects

ZTE:
Proposal 4: For network-side model, online/offline training is up to network implementation. For UE-side/part model, the online training can be discussed together with model update depending on whether a model for inference at UE side is continuously updated.

Google:
Proposal 13: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.

Ericsson:
Part of Proposal 21: Update the terminologies according to table below
	Terminology
	Description

	Model update
	Process of improving the model performance by either updating the model parameters or updating the model structure and its parameters.



Xiaomi:
Part of Proposal 1: Adopt the following terminologies
	Terminology
	Description

	AI/ML model update 
	Re-training or fine-tuning an AI/ML model via online/offline training to improve the model inference performance. The update could be the update of model parameters or the update of model structure




NVIDIA:
Proposal 12: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model performance monitoring, model update/tuning, and model selection/switching.

Lenovo:
Part of Proposal 1: Define new terminologies to facilitate and align understanding in RAN1: Model update, Model registration, Model selection and Model adaptation.
	Terminology
	Description

	Model update
	A process of updating the properties, e.g., weights or structure, of a registered AI/ML model to improve the model inference performance. 




CAICT:
Proposal 8: Model update for an activated AI model should include the process of model deactivation and new model activation process. 

Proposal 9: Model update is performed offline.


Qualcomm:
Proposal 20: Model update should happen offline such that the updated model remains optimized for the target device and model performance for the AI/ML use case can be ensured through rigorous testing.  


NEC:
Proposal 4: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference.

vivo:
Proposal 20: Study ways for UE to report its capability for latencies with respect to the model inference.
Proposal 21: Study UE capability on supported quantization levels.

LG:
Model update: An action to deliver an updated AI/ML model to the Model Inference function



[FL1] Proposal 4-25
Adopt the following terminology as a working assumption:
	Terminology
	Description

	Model update
	Process of improving the model performance by either updating the model parameters or updating the model structure and its parameters.



	
	Yes
	No

	Agree?
	 CAICT Huawei, HiSilicon, Panasonic, CATT
	

	Company
	Comments

	vivo
	Fine with this.

	Nokia
	Ok 

	Xiaomi 1
	In our understanding, model update is the kind of AI mode re-training, so we want to reflect this point in the definition and suggest the following update. 
Process of improving the model performance by re-training one AI model with either updating the model parameters or updating the model structure and its parameters.

	Huawei, HiSilicon
	OK

	Fujitsu
	“Process of improving the model performance”, does it mean the improving of model performance would be checked by model monitoring timely? Or, we defined it as:
Process of updating the model parameters or updating the model structure and its parameters aiming to improve the model performance.

	ZTE
	We prefer to only focus on parameter-only model update as there is no difference for a new model and model-structure based model update.
In addition, we have following agreement in last meeting:
Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
0. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
0. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
2. [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
0. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

	Ericsson
	OK

	ETRI
	OK




[FL1] Proposal 4-26
For model update of a one-sided model on the UE-side and the UE-part of a two-sided model, prioritize offline update to ensure that the updated model is optimized and tested for the target device.

	
	Yes
	No

	Agree?
	 CAICT, DCM
	

	Company
	Comments

	vivo
	Offline update may need to be clarified. Similar understanding as “offline training”?

	Nokia
	Similar comment as vivo. 

	Xiaomi1
	In our view,  by adding the feature of re-training one AI model in the terminology of model update could address the concern of vivo and Nokia,

	Huawei, HiSilicon
	To us, what is “offline update” is not clear. Is the intention to deprioritize the on-device model updating? If so, we may make it more clear such as: deprioritize the on-device model updating to ensure that the updated model is optimized and tested for the target device

	Fujitsu
	Is it similar to the discussion about online training and offline training? Similar comments as vivo and Nokia.

	CATT
	We don’t have the definition of offline or online update. This proposal is unclear.

	ZTE
	We have a similar view with Huawei. We should further discuss what’s the differences in terms of specification impacts between online training and offline training before we decide to do any down-selection.

	Ericsson
	Agree with vivo

	Samsung
	Same question as vivo raised. 

	ETRI
	We share similar view with vivo.





UE capability
Huawei:
Proposal 17: For model ID based model registration, study the mechanism to allow UE to timely report the list of currently supported UE part/UE-side models after registration, where the supported models may be a subset of all registered models.

Proposal 25: Study UE capability for the following procedures of the LCM:
· Capability of dataset delivery
· Capability of data collection
· Capability of model training
· Capability of inference latency
· Capability of monitoring
· Capability of models switching
· Capability of model updating

Proposal 26: Study the reporting mechanism due to varying UE capability for a specific AI/ML model or for an AI/ML functionality.

Nokia:
Proposal 14: Companies are encouraged to describe UE ML-related capabilities for the ML-enabled feature (each sub use case) and its associated model functionalities, including information such as system and intermediary KPIs to be used for monitoring) configuration and control options, etc. 

vivo:
Proposal 22: Study the mechanism for dynamic UE reporting of whether it has enough resources to run AI/ML models.

ZTE:
Proposal 10: Further study UE capability to support AI/ML model, at least consider:
· New UE capability mechanism in addition to conventional fixed UE capability report
· Concurrent UE capability for conventional method and AI based method;
Proposal 11: Discussions on LCM-related UE capabilities can be postponed and studied per use case basis.

Futurewei:
Proposal 2: When studying data collection from two directions, study the method of indicating the capabilities of one side to the other side, in a way that reflect its AI/ML capabilities. In addition, study the mechanisms of reducing the size of data needs to be transmitted over the air interface in order to balance the performance and the overhead.

Proposal 10: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 11: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities, including pre- and post-processing. 

Google:
Proposal 14: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

CATT:
Proposal 23: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Storage,
· Computation power,
· Capability of online training,
· Capability of data collection,
· Capability of implementing downloaded AI/ML model (i.e. collaboration Level z).

ETRI:
Proposal 8: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT

CMCC:
[bookmark: _Hlk115182723]Proposal 12: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.

NVIDIA:
Proposal 15: For AI/ML based enhancements for NR air interface, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.

LG:
Proposal #6: Multiple performance references/requirements for AI/ML model should be considered for the same functionality, e.g. a relaxed prediction requirement and a tighter prediction requirement.

NEC:
Proposal 7: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.

[FL1] Proposal 4-27: 
For model ID based LCM operations, study the mechanism to allow UE to timely report the list of supported UE part/UE-side models, where the supported models may be a subset of all registered models. For example, supported model IDs can be part of UE’s capability report.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	“Register models” is not needed for all cases, for example for level z. But we support the following idea for example when the UE side does not have enough resources for the computation in a specific period. And this may not be capability related. How about we make it general as following? 
For model ID based LCM operations, study the mechanism to allow UE to timely report change of the list of supported UE part/UE-side models e.g., due to limit of computation resources., where the supported models may be a subset of all registered models. For example, supported model IDs can be part of UE’s capability report.


	CAICT
	We prefer to delete the example and fine with the main part.

	Nokia
	Model functionality based LCM shall be discussed (also depend on the earlier proposals)

	Xiaomi 1
	Defer this proposal until there is sufficient progress in the model registration 

	Huawei, HiSilicon
	Support. For vivo’s comments, our understanding is that if the NW is not aware of the multiple model IDs at UE side, it does not need to know the available model list either, and the UE side model operation is NW transparent. So, such update is under the branch of model ID based registration. To be more generic, it can be changed as “report/update”
For model ID based LCM operations, study the mechanism to allow UE to timely report/update the list of supported UE part/UE-side models, where the supported models may be a subset of all registered models. For example, supported model IDs can be part of UE’s capability report.

	Fujitsu
	We’d better put the focus on discussing the high-level part first.
For model ID based LCM operations, study the mechanism to allow UE to timely report the list of supported UE part/UE-side models, where the supported models may be a subset of all registered models. For example, supported model IDs can be part of UE’s capability report.

	Panasonic
	Our current view is the registered models are supported models.

	CATT
	We think this issue can be left to UE implementation.

	NTT DOCOMO
	Even though we think the registered models are supported models, we are fine with the proposal because the procedure could be the same.

	ZTE
	Let’s keep it simple for now. Even for functionality based method, the current status of UE-side model may need to be reported. As we commented before, functionality based method and model ID based method are not exclusive.

For model ID based LCM operations, study the mechanism to allow UE to timely report the list of supported UE part/UE-side models, where the supported models may be a subset of all registered models. For example, supported model IDs can be part of UE’s capability report.
§

	Ericsson
	Similar comment as Nokia. We think functionality-based LCM should be discussed. 

	Samsung
	There are specific cases reporting explicit model ID for UE part of AI/ML model is needed. RAN1 can first discuss what information a UE needs to provide to the network when it comes to the supported AI/ML features or models. 

	ETRI
	We are fine with vivo’s modification.




Interoperability and testability aspects

	FL recommendation 3-73d from RAN1 #110bis-e
Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on involvement of multiple parties including UE, NW, and TE vendors  how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.




Ericsson:
Proposal 1 [bookmark: _Toc115449656][bookmark: _Toc118720059]Solutions to recommend for a potential work item shall support full NW-UE interoperability based on 3GPP specified procedures.
Nokia:
Proposal 16: RAN1 to analyze for each use case the interoperability and testability aspects of the model functionalities and associated LCM procedure(s) in the UE i.e., the UE ML-related capabilities related to:
a. Input data acquisition and preparation/pre-processing: required measurements for data collection, data formatting, cleaning, feature selection and/or engineering
b. Applicable scenario/configuration/parameters/conditions that the model functionality is applied for: including system and intermediary KPIs to be used for LCM purposes (selection, (de)activation, switching) 
b.	Non-ML operations: optional, algorithm such as measurement filtering, channel estimation
c.	Output data post-processing: optional, combination of ML and non-ML algorithm outputs 
d.	Control mechanism: required control signaling configuration(s) for a) - c) operations 

Proposal 17: RAN1 to consider discussing the introduction of model functionality test procedures that capture not only different static scenarios/configurations/conditions but also non-stationary radio scenarios/conditions, which may result in ML monitoring actions such as activation/deactivation/switching and/or updating of underlying ML model.

vivo:
Proposal 23: Discussion is needed on whether and how to test generalization performance, e.g., how to guarantee a model tested is effective in real deployment.
Proposal 24: Paired model for TE/UE is challenging for RAN4 test for two-sided AI/ML model.

Futurewei:
Proposal 12: Study common assumptions and topics for the discussion of interoperability.
Note: this may be use case dependent. 

CAICT:
Proposal 10: Discussions on interoperability could be based on the general frameworks for different scenarios and use cases. 
Proposal 11: The testability of AI model generalization capability should consider real environment changes and not purely configuration combinations.
Panasonic:
Proposal 4: Level y needs RAN4 performance test to check minimum performance but level z may not require such test as it can be checked within the network. Level x does not require RAN4 test as no identification by RAN/CN nodes.


Use cases 
<Empty>

Evaluations 
Common evaluation methodology and KPIs
Dataset and model disclosure

CMCC:
Proposal 14: A common data set for each use cased could be encouraged to be constructed for evaluation and cross-checking of performance.

Proposal 15: To facilitate the performance comparison of AI/ML models, the reference model can be defined for some use cases.

Intel:
Proposal-6: Consider the following options for achieving a common dataset
•	Common dataset pool contributed by different companies
•	Agreeing on evaluation assumptions to generate datasets

NVIDIA:
Proposal 3: Companies are encouraged to contribute real data to the 3GPP Rel-18 AI/ML study for NR air interface to help start to build up sets of real data in 3GPP.

Model generalization

CMCC:

Proposal 16: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.
Proposal 17: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.

NTT DOCOMO:
Proposal 19: Consider the following types for generalization evaluation.
Type1: Intra-site performance with different UE behaviour (e.g., different UE locations, speed, and trajectories)
Type2: Inter-site performance with the same deployment scenarios (e.g., different outdoor/indoor probability)
Type2A: Type2 + different configuration (e.g., various beam configuration, various BWs)
Type3: Inter-site performance with different deployment types (e.g., different scenarios, such as UMa, Umi, InF)
Type3A: Type3 + different configuration (e.g., various beam configuration, various BWs)

Huawei:
Proposal 28:  Adopt power consumption in common KPI for evaluating the performance benefit of AI/ML. Companies are encouraged to report power consumption for the AI/ML model as part of the evaluation.

NVIDIA:
Proposal 5: From a common framework’s perspective, introduce “in-distribution generalization” and “out-of-distribution generalization” in the terminology list and leave the details of generalization types to the discussion of each use case.
Proposal 6: In-distribution generalization: training and test data have the same distribution.
Proposal 7: Out-of-distribution generalization: training and test data do not have the same distribution.

TCL communication:
Proposal 3: The generalization of an ML model is needed to be discussed, according to model deployment, model switching, and alignment of applicable settings.


Common KPIs

	RAN1 #110 Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

RAN1 #110bis-e Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.




CMCC:
Proposal 17: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.
Proposal 18: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Proposal 19: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.

NTT DOCOMO:
Proposal 18: Companies can voluntarily provide their models estimating power consumption model based on FLOPs with their expected implementations.  

Lenovo:
Proposal 15: Consider latency as one of the KPIs/Metrics for the common aspects of an evaluation methodology:
· Latency 
· Latency for data collection for model training and update.
· Latency for LCM procedures, e.g., model monitoring, update, training data transfer, model activation, deactivation, switching, and fallback operation.
Proposal 16: Evaluations of an AI/ML scheme should include analysis of the latency/delays introduced by the AI/ML procedures (e.g., model training, update) and comparisons with the latency requirement of the system and latency for baseline Rel-17 schemes.  
Proposal 17: KPIs, e.g., overhead and latency, of data (set) delivery and model delivery should be considered and evaluated for both 3GPP and non-3GPP based schemes.

LGE:
Proposal #10: Latency and power consumption are not considered as a common KPI.


NVIDIA:
Proposal 4: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for NR air interface.

OPPO:
Proposal 11: Focus on complexity evaluation for AI/ML inference. The AI/ML training complexity, LCM related complexity/storage overhead, and AI/ML inference/training power consumption are not applicable as a compulsory metric for evaluation.

Nokia:
Proposal 15: For RAN1 ML-enabled solutions purposes, to include in the over-the-air overhead analysis the time delay budget allowed for the potential model transfer, control signaling (activation/deactivation/switch), data collection, data pre/post-processing, and inference procedures.

CATT:
Proposal 10: It is more proper to discuss inference latency under UE/network capability, rather than common KPI for AI/ML model.
Proposal 11: Power consumption is not considered as a common KPI for AI/ML-based approach.
· It is up to companies’ interest to report their results of power consumption.

TCL communication:
Proposal 5: To reduce the signaling overhead between the UE and the gNB, a rule is needed to roughly classify the model complexity.
Proposal 6: Some constraints shall be added on the post-processing, in order to avoid obtaining an oversimplified low-performance model from post-processing.

Xiaomi:
Proposal 9: 
· Study how to perform the power consumption comparison among different AI –based methods
· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method 


Potential Specification Impact Assessment
<Empty>

General observations
<Empty>

PHY layer aspects
<Empty>

Protocol aspects
<Empty>

Interoperability and testability aspects
<Empty>


SI structure 
RAN1 sub-agendas
MediaTek:
[bookmark: OLE_LINK128]Proposal 1: The mechanisms for data collection, model training, model monitoring and model inference are use case specific and studied for each use case. 
[bookmark: OLE_LINK11][bookmark: OLE_LINK129]Proposal 2: The mechanisms for model transfer, model configuration, model selection, model switching, model activation/deactivation, fallback and UE capability reporting should be common for different use cases and be studied in the general aspect. 

Huawei:
Proposal 27: For the discussion of LCM, studying model activation/deactivation, model selection/switching, [model monitoring], and [UE capability] in 9.2.1, while studying model deployment, data collection, model training, updating, inference, model monitoring, model fallback, and UE capability in the agendas of each use case can be a starting point.
· FFS on [model registration].

OPPO:
Proposal 1: Focus on the identified representative sub use cases in AI 9.2.x.1 for the corresponding studies on their evaluation methodology, KPI, and performance evaluation results. Investigate the following aspects for other potential sub use case in AI 9.2.x.2. 
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Note: Sub use cases without 3) and/or 4) will not be precluded. But target to limit the number of the representative sub use cases to 1 or 2 for each use case.


Coordination with RAN2 
Ericsson:
Proposal 2 [bookmark: _Toc118720062]RAN1 to provide guidance to RAN2 on UE model transfer requirements for NW-sided joint training of two-sided models. 
Proposal 3 [bookmark: _Toc118720063]RAN1 to provide guidance to RAN2 on data delivery alternatives and requirements for NW-side first training in sequential training of two-sided models.
Proposal 4 [bookmark: _Toc118720064]Mechanisms and feasibility for AI/ML model transfer for two-sided models can be handled in RAN2 based on input from RAN1.
Proposal 5 [bookmark: _Toc118720065]RAN1 to provide guidance for RAN2 on the model transfer requirements (e.g., model size, computation complexity, processing times for inference), using CSI compression as a starting point. Example RAN1 input is presented in Table 2.


Coordination with RAN4
<Empty>


Others 
Sony:
Proposal 5: RAN1 should study both signal processing replacement by AI/ML based function blocks and the control of conventional function blocks by AI/ML based parameter control functions for each representative use cases.




GTW session Monday

Proposal 4-13: 
FL comment: 
· Need of model ID based LCM is clear, given that multiple models may be used for a single functionality.
· Need for functionality-based LCM was also raised by several companies. For UE-side models, UE may have only one model, or UE may transparently operate multiple models for a given functionality without NW’s explicit knowledge.
· Companies also observe that the model registration and selection may also depend on the applicable scenarios (scenario, configuration, site, etc.) and any assistance information indicating the scenario. That is, assistance information (e.g., scenario/configuration/zone ID) may need to be provided to UE for UE-side model development, and each developed model can be registered with a model scope (e.g., applicable scenario/configuration/zone IDs), which can be used by the network for model selection and switching.

For UE-part/UE-side models, study the following mechanisms for model registration and LCM procedures:
· For functionality-based LCM procedure: Network can indicate activation/deactivation/fallback of each AI/ML functionality
· Model registration may not be needed.
· UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality and select/switch among them transparently to the network.
· UE may use assistance information provided by the network either as input to the AI/ML model or as a criterion to select/switch among multiple AI/ML models for the functionality.
· FFS: whether functionality refers to a sub-use-case or scenarios/configurations/sites in addition to a sub-use-case.
· For model-ID-based LCM procedure, Network can indicate model selection/activation/deactivation/ switching/fallback for each model ID
· Models are registered to the Network and assigned model IDs.
· Model scope in terms of applicable assistance information may need to be provided for each model during registration.
Note: For two-sided models, model-ID-based LCM procedure is assumed, and functionality-based LCM is not applicable.
Note: The need of morel registration is unclear for network-side models; whether network-side model should have registration procedures among network entities can be discussed by other working groups.
Note: Model registration is not needed for collaboration level x.


Proposal 4-11: 
Model is identified by a model ID. (FL Note: RAN2 has agreed on this.)
For LCM operations based on model ID, Model ID is at least used for
· UE capabilities
· Model configuration
· Model activation, deactivation, monitoring, selection, switching, [fallback]
· Model delivery
The format of the model ID can be discussed in RAN2.


Proposal 4-18: 
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, and update the list of the terminologies with the following definitions as a working assumption:
	Proprietary models
	The ML models of vendor-/device-specific proprietary format, including the model structure and parameters descriptions, and run-time instructions
NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.
FFS: what a model’s metadata should contain

	Open-format models
	ML models of specified format that allow their interoperability among devices of different vendors.
NOTE: An example of an open format for ML models is ONNX.





Reference
[1] [bookmark: _Ref101451885]RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, 3GPP RAN Plenary
[2] [bookmark: _Ref101453495]3GPP TR 37.817, Technical Specification Group RAN; Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Study on enhancement for Data Collection for NR and EN-DC (Release 17)
[3] R1-2205522, “Summary of General Aspects of AI/ML Framework”, RAN WG1 #109-e, Moderator (Qualcomm)
[4] Draft Report of 3GPP TSG RAN WG1 #109-e
[5] R1-2208178, Summary#1 of General Aspects of AI/ML Framework, RAN WG1 #110, Moderator (Qualcomm)
[6] Draft Report of 3GPP TSG RAN WG1 #110
[7] R1-2210708, Summary#5 of General Aspects of AI/ML Framework, RAN WG1 #110bis-e, Moderator (Qualcomm)
[8] R1-2210801, Report of RAN1#110bis-e meeting


Working list of terminologies
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 
[bookmark: _Ref115696702]Table 3: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function





Agreement from RAN#1 109-e
Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
 
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

 
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


Agreement from RAN#1 110

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.


Agreement from RAN#1 110-bis-e
R1-2210396	Summary#1 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)	(rev of R1-2210375)
From Oct 11th GTW session
Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

R1-2210472	Summary#2 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)
From Oct 13th GTW session
Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


R1-2210661	Summary#3 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
From Oct 18th GTW session
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system peformance KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
· Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
· Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


From Oct 19th GTW session
Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.
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