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1 Introduction
[bookmark: _Hlk525462591]In RAN Meeting #96, the WID on NR sidelink evolution was agreed; the most recent WID updated in Meeting #97 is [1]. It includes the following objective for operation of sidelink in unlicensed spectrum:
	2.	Study and specify support of sidelink on unlicensed spectrum for both mode 1 and mode 2 where Uu operation for mode 1 is limited to licensed spectrum only [RAN1, RAN2, RAN4]
[bookmark: _Hlk115255170]-	Channel access mechanisms from NR-U shall be reused for sidelink unlicensed operation
[bookmark: _Hlk89917081]o	Assess the applicability of sidelink resource reservation from Rel-16/Rel-17 to sidelink unlicensed operation within the boundaries of unlicensed channel access mechanism and operation
	No specific enhancements for Rel-17 resource allocation mechanisms
	If the existing NR-U channel access framework does not support the required SL-U functionality, WGs will make appropriate recommendations for RAN approval.
[bookmark: _Hlk89917101]-	Physical channel design framework: Required changes to NR sidelink physical channel structures and procedures to operate on unlicensed spectrum
[bookmark: _Hlk89917118]o	The existing NR sidelink and NR-U channel structure shall be reused as the baseline.
[bookmark: _Hlk89917140]-	No specific enhancements for existing NR SL feature
[bookmark: _Hlk89917215]-	The study should focus on FR1 unlicensed bands (n46 and n96/n102) and is to be completed by RAN#98.
-	Note: In sidelink unlicensed operation, the gNB does not perform Type 1 channel access to initiate and share a channel occupancy, neither Type 2 channel access to share an initiated channel occupancy, nor semi-static channel access procedures to access an unlicensed channel.


In RAN2#119bis-e, the following agreements were made in relation to the introduction into the SL-U design of consistent SL LBT failure detection and recovery procedure for SL-U:
	1: 	SL-specific LBT failure indication from PHY is needed for SL-specific consistent LBT failure detection in the MAC. How/whether it is used for other purposes can be further discussed.
2:	Support SL-specific consistent LBT failure detection and recovery procedure in the MAC for SL-U. Details of recovery to be further worked on granularity of (consistent) LBT failure.
3: Send LS to RAN1 asking “When an SL-specific LBT failure indication is notified for an SL transmission by the PHY, in which resource granularity the SL-specific LBT failure can be considered as being detected (e.g. per Resource Pool, per RB set, per SL BWP, etc.)?
· Detailed wording can be discussed during the email discussion. Some background information (e.g. why/what we (actually) ask) can be also provided.
4:	As the general principle, reuse the consistent LBT failure detection procedure in NR-U as the baseline for SL-specific consistent LBT failure detection in SL-U.
5:	As in NR-U, introduce the following parameters and variables for the SL-specific consistent LBT failure detection in SL-U as the baseline:
· An SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER);
· An SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount);
· An SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer).
6:	Reuse the following MAC behaviors on TIMER/COUNTER handling in NR-U for SL-specific consistent LBT failure detection procedure in SL-U as the baseline:
· As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one.
· As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, start or restart the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer)
· As in NR-U, if the SL-specific LBT failure indication counter value is equal to or larger than the SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount), consistent LBT failure is triggered/declared by the MAC entity.
· As in NR-U, if the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) expires, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
· As in NR-U, if the maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount) or SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) is reconfigured, SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
7:	Support the mechanism that a mode-1 UE can indicate the SL-specific consistent LBT failure to the gNB. FFS on a mode-2 UE in RRC_CONNECTED.


RAN1#111 received the following question via LS from RAN2#119bis-e [2] on what is the granularity in which the MAC can consider that the SL LBT failure has been detected:
	Question: When SL LBT failure is notified by PHY due to an intended SL transmission, what is the granularity in which MAC can consider that the SL LBT failure has been detected (e.g. whether MAC can consider that the SL LBT failure has been detected per SL BWP, per SL resource pool, per RB set, etc.).  


In this contribution, we will analyze each granularity option.
2 [bookmark: _Hlk4137067][bookmark: _Hlk520894743][bookmark: _Hlk7596973][bookmark: _Hlk525462634]Discussion
[bookmark: _Hlk115123973][bookmark: Proposal32656]In NR-U a UE can detect consistent uplink LBT failures per BWP, which is then reported to the serving gNB. The high level description of this reporting is captured in TS 38.300 as follows:
	When the UE detects consistent uplink LBT failures, it takes actions as specified in TS 38.321 [6]. The detection is per Bandwidth Part (BWP) and based on all uplink transmissions within this BWP. When consistent uplink LBT failures are detected on SCell(s), the UE reports this to the corresponding gNB (MN for MCG, SN for SCG) via MAC CE on a different serving cell than the SCell(s) where the failures were detected. If no resources are available to transmit the MAC CE, a Scheduling Request (SR) can be transmitted by the UE. When consistent uplink LBT failures are detected on SpCell, the UE switches to another UL BWP with configured RACH resources on that cell, initiates RACH, and reports the failure via MAC CE. When multiple UL BWPs are available for switching, it is up to the UE implementation which one to select. For PSCell, if consistent uplink LBT failures are detected on all the UL BWPs with configured RACH resources, the UE declares SCG RLF and reports the failure to the MN via SCGFailureInformation. For PCell, if the uplink LBT failures are detected on all the UL BWP(s) with configured RACH resources, the UE declares RLF.


In RAN2#119bis-e it was agreed that SL-U should support consistent LBT failure detection procedure. However, as pointed out in the received LS [2], a key aspect for the development of this procedure is the granularity at which the SL LBT failure is detected by the MAC, which in turn also reflects the scope of the LBT recovery procedure. This granularity can be at least as follows: (i) SL BWP, (ii) RB set or (iii) Resource pool.
If the granularity is at the SL BWP level (in line with the NR-U’s consistent LBT detection granularity), then the outcome of the recovery procedure is to have the SL device to transition to another SL BWP. However, during the RAN1 discussion it was agreed that SL-U will only support one SL BWP on a SL-U carrier (as in legacy R16/17 NR SL). Therefore, the only recovery procedure outcome would be to switch to another SL carrier (unlicensed or licensed). There are two drawbacks of this approach: (i) multi-carrier support has not been introduced into the NR SL design yet; (ii) LBT failure across different RB sets could trigger the consecutive LBT failure detection, even though from a perspective of any of these RB sets the LBT failure rate would not be high. 
If the granularity is at the RP level, then the outcome of the recovery procedure is to have the SL device to transition to another RP, which can be within the same or different SL carrier. The main drawback of this approach is that a RP can include multiple RB sets, therefore LBT failure across different RB sets could trigger the consecutive LBT failure detection, even though from a perspective of any of these RB sets the LBT failure rate would not be high.
If the granularity is at the RB set level (i.e. at LBT bandwidth level), then the outcome of the recovery procedure is to have the SL device to transition to another RB set. However, this considers a pure frequency domain allocation of the different RPs in a SL BWP. We could also have the case where 2 RPs are TDMed on the same RB sets. So if one of the RPs is heavily loaded while the other RPs are lightly loaded, LBT failures will be frequent on one RP and rare on the other RP, but all RB sets would be equally affected. So in this case only RB set level granularity would not be enough.
[bookmark: Proposal6181][bookmark: Proposal57235][bookmark: Proposal52439][bookmark: Proposal13646][bookmark: Proposal32635]Proposal 1: RAN1 to reply to RAN2 that the consecutive LBT failure detection should consider at least RB set or RB set and resource pool. 
3 Conclusions
[bookmark: ConclusionsPObsInSeq]In this contribution, we made the following observations and proposals:
Proposal 1: RAN1 to reply to RAN2 that the consecutive LBT failure detection should consider at least RB set or RB set and resource pool. 
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