[bookmark: _Hlk37418177]3GPP TSG RAN WG1 #111	R1-2212326
Toulouse, France, November 14th – 18th, 2022

Agenda item:		9.2.1	
Source:	Nokia, Nokia Shanghai Bell
Title:	Further discussion on the general aspects of ML for Air-interface
Document for:		Discussion and Decision
Introduction
Rel-18 study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, agreed in [1], and objectives of the SI are as follows:  
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.




In this contribution, we further discuss the general aspects of AI/ML with respect to air interface based on the agreements from RAN WG#1 #110bis-e [2].
[bookmark: _Hlk510705081]Discussion
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	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations



The previous agreements and discussions in RAN1 have recognized that the ML model itself is just one part/block to be considered when analyzing the collaboration levels, specification impact and complexity for ML-enabled solutions. When comparing different ML-enabled solutions (i.e., sub-use case-specific details), a common approach in describing ML-enabled solutions will facilitate the progress in the specification impact study. For example, Figure 1 illustrates the usage of model ID with associated information and model functionality.
[image: ]
[bookmark: _Ref118389082]Figure 1: ML-enabled Feature: Usage of model ID with associated information and model functionality


Proposal 1: For ML-enabled features studied in the context of air interface, adopt a high-level description including model ID with associated information and model functionality, with description for:
a. Model ID or Model functionality ID: a numerical/string ID which can uniquely identify the combination of the items b) - f) (items may define the associated information and/or model functionality) below.
b. Applicable scenario/configuration/parameters/conditions that the model functionality is enabled for: including system and intermediary KPIs to be used for LCM purposes.  
c. Input (data, dimensions, features) and preparation/pre-processing: indication on any feature extraction, feature selection or any other delay sensitive ML-specific data processing is performed e.g., as an indication of the expected delay budget for such operation
d. Non-ML operation(s) (optional): indication on any non-ML operations/algorithms are involved in the model functionality e.g., as an indication of the expected delay budget for such operations
e. Output (data, dimensions, features) and post-processing (optional): indication on any delay sensitive ML-specific output post-processing is performed e.g., as an indication of the expected delay budget for such operation  
f. Additional control signaling configuration(s) which enable and (partially) control the b) – e) operations

RAN1 #110-bis-e meeting discussed a few proposals on proprietary models and open-format models, but nothing was agreed. In our opinion, it is important to distinguish proprietary models and models with standardized formats (open-format models). The proprietary model assumes that the format of the model is proprietary. The proprietary model can be supplemented with metadata (associated information) that provides sufficient details about the ML-enabled function for third parties to manage those with respect to the air interface without changing the model itself. For example, NW may (de)activate, and switch proprietary models at UE based on the metadata.
NOTE: metadata is data that provides information about other data (according to the dictionary by Merriam-Webster).
Enabling open-format models requires specification work to make them interoperable among devices of different vendors (e.g., by UE and NW). In our view, an ML model cannot be separated from the rest of the function that applies the ML model toward certain decision-making (inference). These may include, e.g., runtime instructions, input data pre-processing, and output data post-processing algorithms. Open-format models may support cross-vendor parameter updates and over-the-air training. One example of an open format for ML models is ONNX. If 3GPP specifies a new format for ML models, it is also considered to be an open format. 
Proposal 2: Consider “proprietary model” and “open-format model” as two separate categories for RAN1 discussion, and update the list of the terminologies with the following definitions:
	Proprietary models
	The ML models of proprietary format, including the model structure and parameters descriptions, and run-time instructions
[bookmark: _Hlk118105016]NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.
FFS: what a model’s metadata should contain

	Open-format models
	ML models of specified format that allow their interoperability among devices of different vendors. 
NOTE: An example of an open format for ML models is ONNX.



[bookmark: _Ref117506651]Lifecycle management 
The related agreements from RAN WG#1 #110bis-e [2] are:
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)



In our view, UE capability and model transfer are not parts of ML model life cycle management (LCM). However, those may impact the RAN1/RAN2 signaling required for supporting ML model LCM. In one example, UE capability may impact the distribution of LCM functions across UE and NW. e.g., UE with low capabilities may have a limited set of LCM functions compared to high-end UEs. In another example, UE capability signaling works as starting point when deciding on any required data collection, training, or inference-related configurations. 
Observation 1: UE capability and model transfer are not parts of ML model LCM but are still related to the overall RAN1/RAN2 signaling framework of supporting ML model LCM.   
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Figure 2: An overview of life cycle management, which is a simplified and adapted version of the diagram proposed in [4]. 
In this section, we discuss LCM-related ML functionalities and the usage of model ID in different modules. Figure 2 gives a simplified overview of different modules and the possible interactions among these modules.
In general, the LCM framework is associated with a particular ML-enabled feature (see Figure 2) and defines the various ML functionalities of the ML model to be functional. In the previous meeting, we identified several modules in the LCM framework. Once an ML model is trained, tested and ready for inference, it needs to be identified across the NR air interface regardless of the type of the model (either proprietary or open-format). Particularly, when the ML functionalities are not transparent in NR air interface. 
Observation 2: ML model ID (model functionality ID) is needed regardless of ML models being proprietary or open-format and if the ML functionalities are not transparent over the NR air interface.
Moreover, there could be multiple models in different use cases and even within the same use case for different scenarios and different hyperparameter configurations. At a particular time instance and for a particular use case, an entity (either gNB or UE) may select the best model among several models for inference. Therefore, the identification of the model as well as distinguish between different models are required to perform ML operations, such as selection, (de)activation, switching, inference, and update of the model.
Observation 3: ML model ID (model functionality ID) can be used to identify uniquely from other ML models within the same functionality.
As discussed before, in Proposal 1, the model ID shall be defined with the associated information and/or model functionality. The associated information and/or model functionality may contain model description, memory allocation for loading the model for inference, input and its format, output and its format, memory allocation for both input and output data, pre/post-processing functionalities to generate reports for feedback/monitoring. What information proprietary model or open-format models will include requires further study.
From the LCM viewpoint, model ID can be an important identifier, particularly for the model management module and model inference module. Even for a single use case, we can have multiple models deployed in NW and UEs for different scenarios and/or configurations. In the model management module, we may not be able to load all the models at a time due to resource limitations and prioritization. Therefore, we need to activate or deactivate an ML model at a particular time. Moreover, a model can become obsolete after a certain period if it is not retrained or tuned with new data. Therefore, model ID can assist with model monitoring. Even, model ID can guide which models are required to update and which models can be permanently obsolete. Note that, NW and/or UE need to maintain the list of model ID and associated information.
Associated information for proprietary models to be reused also in open-format models. In addition to that, open-format model may include new attributes, e.g., type of neural network. Therefore, RAN1 could study the associated information first for proprietary models and then extend with open-format models (if those are still in the scope of the study).

Proposal 3: RAN1 shall use the model ID (can also refer to the model functionality ID) to uniquely identify ML model functionality with associated information in the life cycle management procedure.
· Study associated information first for the proprietary models and then extend it to open-format models.
 
Data collection
The data collection aspects contain data collection for training/validation/testing/inference/etc.., and data preprocessing steps (see Figure 1).
	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference


The data collection may reside on a data collection module that may include the data management functionalities for data quality validation, data pre-processing, generation of training, test, and validation split. To train a model, the data needs to be prepared as input for an ML model. The preparation phase includes several operations, such as, data quality verification, data cleansing, and data transformation. Moreover, the generation of ground truth labeled data for supervised training is another concern. After model training/inference, post-processing may be required. Moreover, a feedback response is also needed from ‘Model training’ to ensure the data quality requirements of the data collection module. Additionally, the output generated during model inference operation can be saved for future reference and/or for a model update, if applicable. Such a situation can occur for instance, where the generation of ground truth data may be quite expensive and/or unavailable. The data collection module may include the data management functionalities for data quality validation, data pre-processing, generation of training, test, and validation split. These operations require different configuration settings for different models and can vary for each use case.
Another problem associated with data collection stems from the fact ML models are expected to be vendor-specific and thus trained on vendor-specific data. A foreseeable RAN outcome is that companies agree that a vendor-specific ML model is trained for the same RRM functions, using vendor-specific training data only, so that training data is not exchanged among vendors. It is anticipated that training data sharing among vendors is not a preferred solution since it:
· is UE-specific and in many cases sensitive.
· gives the vendors a competitive advantage w.r.t. obtaining robust and highly efficient ML solutions. 

Observation 4: A natural consequence of the training data not being exchanged among vendors, is that data collection for training vendor-specific ML models is expected to become a lengthy and complex process, which probably will result in a suboptimal training dataset that remains:
· Imbalanced i.e., a large imbalance between minority and majority labels 
· Sparse i.e., collected data does not characterize well all scenarios of interest

Proposal 4: To overcome the vendor-specific training data limitations and ensure that a robust, yet vendor-specific ML model can be trained with sufficient accuracy, vendor-specific data needs to be artificially diversified and enlarged, before used for training a vendor-based ML model. RAN1 to study how UE vendor-specific data can be diversified by means of sharing assistance data across UE vendors.
Datasets can be delivered proprietary over application level, e.g., from UE to private Cloud, or they may involve 3GPP signaling, e.g., data delivery from UE to NW or vice versa. In any way delivering datasets over the air interface is an overhead. Its negative impact can be greater if this delivery of datasets is frequent. Proprietary delivery of the datasets is out of scope for 3GPP. Dataset delivery over the air interface with 3GPP signaling should be minimized (avoided as much as possible). Any dataset delivery over the air should be justified.
Proposal 5: Dataset delivery over the NR air interface should be minimized (avoided as much as possible).
	Conclusion [RAN1#110-bis-e]
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.



Data collection for different LCM operations can vary from one use case to another. The requirements and potential specification impact can be different, for example, Beam management and CSI prediction. 
Model training
The model training may contain model training, model validation, and model testing or evaluation steps. All of these could reside in a model training module. In one assumption, the ‘model training module’ receives a stored model from a “model management module”. This received model can be either an untrained model or a pretrained model selected by the ‘model management module’. This model is trained using training data in the ‘model training’ step. Then the trained model is then validated using the validation data at the ‘model validation’ step. If the validated model meets the validation KPI requirements, then this model goes to the ‘model testing’ step. Otherwise, a ‘model tuning feedback’ is sent to the ‘model training’ step for adjusting the hyperparameters. In the ‘model testing’ step, the model is evaluated using the test data. If the target KPI is not met, then feedback is sent to the ‘model management module’ and ‘data collection module’ either to change the model or the data. Otherwise, the model is ‘staged’ and sent to the ‘model management module’ for model registration and model deployment operations. 
If the model training module resides in either UE or NW (“separate training”), then LCM signaling for the model training aspect can be limited to training data request; model download and upload/storing of the model; performance feedback response to ‘data collection module’ and ‘model management module’. However, if “joint training” collaboration is required, then it is necessary to define those signaling, including the length of the message, and the message type (request, response, feedback).  
Observation 5: For joint model training, related LCM signaling may require standardization. 
Proposal 6: RAN1 to prioritize model training at one side (UE or NW) without model exchange and consider only the following aspects of LCM: model monitoring, switching, activation/deactivation (fallback) of ML functionality.

Model deployment, registration, selection, (de)activation, switching, monitoring
a) Model deployment
ML model deployment is a function of delivering a trained, validated, and tested ML model to the Model Inference function. The details of the model deployment are highly dependent on the target ML platform (hardware and software) and this is out of the scope of 3GPP.
Proposal 7: Model configuration and deployment issues are addressed by vendors in a proprietary way, and RAN1 does not need to consider model deployment aspects in the study.
b) Model registration
[bookmark: _Hlk117855414]As discussed in the earlier meetings, a model needs to be clearly identified. There could be multiple models in different use cases and even within the same use case i.e., different ML model with the same model functionality. Moreover, before downloading a ML model from a source (either vendor-server or gNB), the model needs to be verifiable as being from a reliable, secured, and identifiable source. Therefore, there is a need for a ML model registration procedure to identify the model uniquely and allow efficient execution of the corresponding model functionality operations. The registered ML model can be stored in a central repository (say in a database, or cloud server) and shall be uniquely identified within a given model functionality by a model ID and the associated information (see Proposal 1). Additionally, if a model is updated, the model can get a new registration or use the old registration information.
d) Model monitoring:
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


To make decisions either by NW or UE, a model monitoring functionality is required. According to RAN1 previous discussion, for UE-sided and two-sided models, model monitoring can happen either in NW or UE. With NW-controlled monitoring, it is up to the NW to configure the frequency of the monitoring (for example, periodically or event-triggered) as well as the types of monitoring (for example, data distribution, inference accuracy, system performance). However, for two-sided models and UE-controlled monitoring with UE-autonomously making decisions, it is not clear how NW will be aligned with multiple UEs using the same NW model. Therefore, if any further action is triggered by model monitoring from UE, that is model (de) activating, or switching may cause frequent or unnecessary requests to NW. 

Proposal 8: RAN1 to prioritize NW-controlled model monitoring, and focus only on the following variants, 
·  Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
·  Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
c) Model selection, activation, deactivation (fallback), switching  
If UE or gNB stores a set of ML models, there is a need to select the best model for a particular use case and time. The performance of model functionality (at gNBs or UEs) may degrade (the performance drops in a certain context or negatively impact the performance of other UEs, gNBs). If the Network detects performance issues due to a model functionality operating at Level Y or Z, it should be able to switch to another ML model for the same model functionality, or to a different model functionality, with better performance or deactivate the ML-based functionality (i.e., replace it with a non-ML fallback).
Proposal 9: NW should be able to control model functionality switching and ML functionality (de)activation at UE. 
An ML model can be activated for inference operation either by NW or UE. If UE activates the model for inference, the network should allow this. During the activation phase, the model functionality (such as model configuration, inference configuration, and data collection procedure) needs to be executed based on the associated information. The deactivation operation can be triggered either by gNB or UE. Activation, deactivation (fallback to a non-ML function), and switching of a model can be executed immediately or after a certain time. 
Proposal 10: RAN1 to study signaling mechanism, criteria, and time delay of activation, deactivation (fallback to a non-ML function), switching of ML models and/or model functionality.
With the legacy non-ML algorithms, the processing capacity required at the gNB is approximately linearly dependent on the number of UEs. When ML algorithms are introduced, the resource demand may vary significantly. For example, running a unique counterpart of the two-sided model for every UE may require more resources at gNBs. In some scenarios, gNB may have a shortage of resources.
Observation 6: When executing an ML-enabled feature, the gNB may run out of ML resources required for running two-sided ML models. 
When an outage of ML resources occurs, the gNB may need to disable/deny ML-enabled feature for some UEs. Those UEs may experience worse service conditions (e.g., higher energy consumption). One possible approach to mitigate the potential ML resource outage at the gNB is to limit the number of different ML models which need to be used for a ML-enabled feature.
Proposal 11: For a two-sided model, study how to limit the maximum number of ML models that need to be supported on the NW side.

[bookmark: _Ref115175915]Model delivery 
Model delivery heavily depends on the model format: whether it is proprietary or open-format. Standardization of open-format models in 3GPP requires significant specification efforts. We prefer to avoid open-format models at this stage. In our opinion, RAN1 needs to start with a more straightforward case – proprietary models. The open-format models could still be considered for study in further releases. 
To be considered for future specification, ML-enabled solutions that rely on open-format models should be justified by significant benefits over non-ML algorithms and those that rely on proprietary models. Moreover, efforts required for specifying in 3GPP a format for ML models should be evaluated.
Proposal 12: RAN1 to deprioritize solutions that require 3GPP-specified open-format models unless there is a clear justification.
Proprietary models can be delivered to the target UEs in a proprietary way from the UE vendor’s server. From the network perspective, a proprietary model is a “black box” supplemented with some associated information (metadata). NW can participate in the model monitoring and management at UE relying on metadata and model ID. However, it is not clear how NW could be involved in delivering proprietary models in terms of specification impact.
Proposal 13: RAN1 to study 3GPP-based signaling required for delivering a proprietary ML model.

UE ML-related capability 
UE capability for LCM operations, such as model inference, model training, model update, and model delivery, shall consider the following baseline aspects:
a) During ML model download operation, the UE implementation requires sufficient ML compute resources to accommodate the handling of the ML model deployment on the target platform. 
b) During ML model inference operation, the UE implementation requires sufficient ML compute resources to perform the ML model related computations, including data pre/post-processing when required, model switching and/or functionality switching. 
c) The UE model functionality implementation needs to be capable of generating any other assistance information needed for the monitoring of the model functionality performance. 
Additionally, and depending on the solution, the ML model training operation at UE has two aspects. The first one is for separate training, where we consider whether UE is capable of data collection. The second one is for the joint training, where we consider whether UE is capable of data collection and training in a synchronized manner with the gNB, and the required level of interoperability between that UE and the gNB.
UE capability discussion should not be limited to ML-related capabilities but include also other RAN1-2 specifications aspects that eventually impact ML applicability. For example, RedCap devices may have reduced radio capabilities that may impact the applicability of certain ML-based algorithms. These aspects should be studied under the UE ML-related capability discussion on per-use case basis.
Proposal 14: Companies are encouraged to describe UE ML-related capabilities for the ML-enabled feature (each sub use case) and its associated model functionalities, including information such as system and intermediary KPIs to be used for monitoring) configuration and control options, etc. 
 
Complexity and signalling overhead 
During 3GPP RAN1#110bis-e, it was agreed the following:
	Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation/latency for training data collection.
· Storage/computation/latency for training and model update
· Storage/computation/latency for model monitoring.
· Storage/computation/latency for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.




In this section, we address the overhead and complexity analysis of an ML-enabled solution. We consider the overhead and complexity analysis of an ML-enabled solution primarily to be an average estimation vs. time. For example, peak computational requirements can be estimated separately, depending on the needs of the specific (sub) use cases.
  
Observation 7: The overhead and complexity analysis of an ML-enabled solution primarily is an average complexity estimation vs. time. 

It is beneficial to differentiate between the analysis of NG-RAN and UE-side ML-enabled solutions such that the embedded system particularities can be described. For collaboration-based solutions (Level y or z), the analysis of the aggregated complexity of the algorithms at the NG-RAN and UE sides needs to be provided.  For an ML-enabled solution that requires training of the ML algorithm at the UE, the complexity analysis should consider the training and inference separately. For example, when training of such algorithms is performed typically ‘off-line’ using dedicated, and high compute solutions, the inference is executed in NG-RAN and/or UE network nodes with more limited computational resources. Nevertheless, if the training is performed at the network (gNB or CN) the training requires potentially large amounts of input data (cleaned, formatted, and labeled), which need to be collected by NG-RAN and/or UE, these might imply a large signaling/traffic overhead on the air interface. Considering that re-training is likely require even for “offline” solutions, a radio resource and signaling demanding training procedure, in the end limits the overall system benefits of adopting the ML-enabled solution.

Observation 8: When an ML-enabled solution assumes that the underlying ML model training (or partial model training) is performed at the UE side, the overall complexity analysis must also include the complexity estimation of the training process, with similar metrics as listed for the analysis of the inference process.

The ML model inference execution time alone (ML inference latency) is rather platform-dependent and is only one part of the entire execution delay of the ML-enabled function. The importance of the underlying ML inference latency depends also on the specific use case and the way the ML inference output is used in the ML-enabled function e.g., beam selection, channel prediction reports, etc.

Observation 9: The ML algorithm inference latency is not a good indicator of the performance of a specific ML-enabled feature in the context of the RAN1 air-interface solutions. Instead, the execution latency of the ML-enabled feature needs to be analyzed, including the latency of the input and output data pre/post-processing operations and required signaling.

The delay budget (maximum allowed time) for the execution of the ML-enabled feature (data collection, pre-processing, inference, post-processing, signaling) is a key parameter that influences the performance of the solution in the RAN1 and RAN2 contexts.

Proposal 15: For RAN1 ML-enabled solutions purposes, to include in the over-the-air overhead analysis the time delay budget allowed for the potential model transfer, control signaling (activation/deactivation/switch), data collection, data pre/post-processing, and inference procedures.

Testability of ML functionalities
During 3GPP RAN1#110bis-e, it was agreed the following:
	Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.




In addition, the RAN1 #110bis discussions have briefly addressed the interoperability and testability aspects [2]:
	[FL5] Proposal 3-73d
Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on involvement of multiple parties including UE, NW, and TE vendors  how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.



We consider the agreement and discussion above as a good starting point for RAN1 views on testing considerations, as input for later RAN4 study. We believe that it is beneficial to exchange views between the companies on what could be a general approach to the formulation of requirements and testing of ML-enabled functionalities in the early design phase of the various use cases.

All the newly specified ML functionalities to be supported by UE, and BS, need to be testable and verifiable. Thus, in parallel with the development of the ML-enabled solutions in RAN1, which require collaboration between UE and gNB, there is also a need to define how to specify UE and BS core and performance requirements and corresponding conformance testing of such solutions. These requirements are of high importance because MNOs would also use them as a reference to test the performance, before allowing or activating new functions in their live networks.

The need for test procedures should be studied case by case, especially depending on the type/level of collaboration between the gNB and UE and the UE ML-related capabilities.
Proposal 16: RAN1 to analyze for each use case the interoperability and testability aspects of the model functionalities and associated LCM procedure(s) in the UE i.e., the UE ML-related capabilities related to:
a. Input data acquisition and preparation/pre-processing: required measurements for data collection, data formatting, cleaning, feature selection and/or engineering
b. Applicable scenario/configuration/parameters/conditions that the model functionality is applied for: including system and intermediary KPIs to be used for LCM purposes (selection, (de)activation, switching) 
b.	Non-ML operations: optional, algorithm such as measurement filtering, channel estimation
c.	Output data post-processing: optional, combination of ML and non-ML algorithm outputs 
d.	Control mechanism: required control signaling configuration(s) for a) - c) operations 

Another important aspect when it comes to testing UE ML functionalities, is the potential requirement to test the generalization performance. This topic has been addressed in RAN1 (see above) and partly discussed also for each of the studied use cases. The generalisation problem can be solved either by gNB-UE signalling (reconfiguration, model activation/deactivation/switch via LCM) or by vendor specific adaptation algorithms (not under the control of the gNB, not specified by 3GPP). However, in both cases, it is important to be able to test the correct operation of UE ML functionality, at least for minimum performance requirements, in well-defined test scenarios (different scenarios/configurations/sites) also including non-stationary radio conditions and fall-back mode conditions.

Proposal 17: RAN1 to consider discussing the introduction of model functionality test procedures that capture not only different static scenarios/configurations/conditions but also non-stationary radio scenarios/conditions, which may result in ML monitoring actions such as activation/deactivation/switching and/or updating of underlying ML model.
Conclusion
In this contribution, we discuss further aspects related to AI/ML for air-Interface, with the following observations and proposals. 

Proposal 1: For ML-enabled features studied in the context of air interface, adopt a high-level description including model ID with associated information and model functionality, with description for:
a. Model ID or Model functionality ID: a numerical/string ID which can uniquely identify the combination of the items b) - f) (items may define the associated information and/or model functionality) below.
b. Applicable scenario/configuration/parameters/conditions that the model functionality is enabled for: including system and intermediary KPIs to be used for LCM purposes.  
c. Input (data, dimensions, features) and preparation/pre-processing: indication on any feature extraction, feature selection or any other delay sensitive ML-specific data processing is performed e.g., as an indication of the expected delay budget for such operation
d. Non-ML operation(s) (optional): indication on any non-ML operations/algorithms are involved in the model functionality e.g., as an indication of the expected delay budget for such operations
e. Output (data, dimensions, features) and post-processing (optional): indication on any delay sensitive ML-specific output post-processing is performed e.g., as an indication of the expected delay budget for such operation  
f. Additional control signaling configuration(s) which enable and (partially) control the b) – e) operations


Proposal 2: Consider “proprietary model” and “open-format model” as two separate categories for RAN1 discussion, and update the list of the terminologies with the following definitions:
	Proprietary models
	The ML models of proprietary format, including the model structure and parameters descriptions, and run-time instructions
NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.
FFS: what a model’s metadata should contain

	Open-format models
	ML models of specified format that allow their interoperability among devices of different vendors. 
NOTE: An example of an open format for ML models is ONNX.



Observation 1: UE capability and model transfer are not parts of ML model LCM but are still related to the overall RAN1/RAN2 signaling framework of supporting ML model LCM.   
Observation 2: ML model ID (model functionality ID) is needed regardless of ML models being proprietary or open-format and if the ML functionalities are not transparent over the NR air interface.
Observation 3: ML model ID (model functionality ID) can be used to identify uniquely from other ML models within the same functionality.

Proposal 3: RAN1 shall use the model ID (can also refer to the model functionality ID) to uniquely identify ML model functionality with associated information in the life cycle management procedure.
· Study associated information first for the proprietary models and then extend it to open-format models.

Observation 4: A natural consequence of the training data not being exchanged among vendors, is that data collection for training vendor-specific ML models is expected to become a lengthy and complex process, which probably will result in a suboptimal training dataset that remains:
· Imbalanced i.e., a large imbalance between minority and majority labels 
· Sparse i.e., collected data does not characterize well all scenarios of interest

Proposal 4: To overcome the vendor-specific training data limitations and ensure that a robust, yet vendor-specific ML model can be trained with sufficient accuracy, vendor-specific data needs to be artificially diversified and enlarged, before used for training a vendor-based ML model. RAN1 to study how UE vendor-specific data can be diversified by means of sharing assistance data across UE vendors.
Proposal 5: Dataset delivery over the NR air interface should be minimized (avoided as much as possible).
Observation 5: For joint model training, related LCM signaling may require standardization. 
Proposal 6: RAN1 to prioritize model training at one side (UE or NW) without model exchange and consider only the following aspects of LCM: model monitoring, switching, activation/deactivation (fallback) of ML functionality.
Proposal 7: Model configuration and deployment issues are addressed by vendors in a proprietary way, and RAN1 does not need to consider model deployment aspects in the study.

Proposal 8: RAN1 to prioritize NW-controlled model monitoring, and focus only on the following variants, 
·  Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
·  Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
Proposal 9: NW should be able to control model functionality switching and ML functionality (de)activation at UE. 
Proposal 10: RAN1 to study signaling mechanism, criteria, and time delay of activation, deactivation (fallback to a non-ML function), switching of ML models and/or model functionality.
Observation 6: When executing an ML-enabled feature, the gNB may run out of ML resources required for running two-sided ML models. 
Proposal 11: For a two-sided model, study how to limit the maximum number of ML models that need to be supported on the NW side.
Proposal 12: RAN1 to deprioritize solutions that require 3GPP-specified open-format models unless there is a clear justification.
Proposal 13: RAN1 to study 3GPP-based signaling required for delivering a proprietary ML model.
Proposal 14: Companies are encouraged to describe UE ML-related capabilities for the ML-enabled feature (each sub use case) and its associated model functionalities, including information such as system and intermediary KPIs to be used for monitoring) configuration and control options, etc. 

Observation 7: The overhead and complexity analysis of an ML-enabled solution primarily is an average complexity estimation vs. time. 

Observation 8: When an ML-enabled solution assumes that the underlying ML model training (or partial model training) is performed at the UE side, the overall complexity analysis must also include the complexity estimation of the training process, with similar metrics as listed for the analysis of the inference process.

Observation 9: The ML algorithm inference latency is not a good indicator of the performance of a specific ML-enabled feature in the context of the RAN1 air-interface solutions. Instead, the execution latency of the ML-enabled feature needs to be analyzed, including the latency of the input and output data pre/post-processing operations and required signaling.

Proposal 15: For RAN1 ML-enabled solutions purposes, to include in the over-the-air overhead analysis the time delay budget allowed for the potential model transfer, control signaling (activation/deactivation/switch), data collection, data pre/post-processing, and inference procedures.

Proposal 16: RAN1 to analyze for each use case the interoperability and testability aspects of the model functionalities and associated LCM procedure(s) in the UE i.e., the UE ML-related capabilities related to:
a. Input data acquisition and preparation/pre-processing: required measurements for data collection, data formatting, cleaning, feature selection and/or engineering
b. Applicable scenario/configuration/parameters/conditions that the model functionality is applied for: including system and intermediary KPIs to be used for LCM purposes (selection, (de)activation, switching) 
b.	Non-ML operations: optional, algorithm such as measurement filtering, channel estimation
c.	Output data post-processing: optional, combination of ML and non-ML algorithm outputs 
d.	Control mechanism: required control signaling configuration(s) for a) - c) operations 

Proposal 17: RAN1 to consider discussing the introduction of model functionality test procedures that capture not only different static scenarios/configurations/conditions but also non-stationary radio scenarios/conditions, which may result in ML monitoring actions such as activation/deactivation/switching and/or updating of underlying ML model.
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