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1. Introduction

At the last e-meeting, the following agreements were made for beam management [1]: 
	Conclusion 

For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 

· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW

· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N

· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)

· FFS: explicit or implicit

· FFS: other information
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 

· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 

· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 

· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring

· UE monitors the performance metric(s) 

· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement

For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement

Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.




In this contribution, we’d like to discuss the potential specification impact on the AI/ML based beam management. 
2. Discussion
2.1. AI/ML input of BM-Case 1 and BM-Case 2

At the RAN1#109e, the following conclusions were made for AI/ML input of BM-Case 1 and BM-Case2 [2]. 
	RAN1#109-e

Conclusion

Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:

· Alt.1: Only L1-RSRP measurement based on Set B

· Alt.2: L1-RSRP measurement based on Set B and assistance information

· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B

· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID

· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives

· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion

Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B

· Alt 2: L1-RSRP measurement based on Set B and assistance information

· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.

· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives

· Note2: All the inputs are “nominal” and only for discussion purpose.




As we all know, the L1-RSRP is an essential value as input of AI/ML based beam management. In the meanwhile, the corresponding beam ID as input seems to have different understandings. We believe that the corresponding beam ID should also be used as input in any form, e.g., implicit or explicit beam ID. In other words, the corresponding DL Tx/Rx beam ID in the alternatives may be a newly defined ID that were not described in the current specification, or the RS indicator may be reused by implicitly mapped to the DL Tx beam ID. The details of the beam ID can be further studied while discussing the specification impact of L1 signaling to collect data for AI/ML input. Thus, we suggest to support the the measured L1-RSRP and the corresponding DL Tx and/or Rx Beam ID for BM-Case 1 and BM-case 2 as a baseline, and study the potential specification impacts from these inputs. In addition, we think the assistance information can improve the AI/ML model performance but it is a part that can be sufficiently improved by implementation. Thus, we prefer to consider the assistance information with low priority.
Proposal 1. For BM-Case1 and BM-Case2, support L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID as a baseline of AI/ML input.
2.2. Specification impact
In the last meeting, RAN1 concluded that Set B is a set of beams whose measurements are taken as inputs of the AI/ML model. For the model inference, a UE should perform the measurement based on Set B to collect the data for inputs. As mentioned in the previous section, we can discuss the specification impacts of L1 signalling to collect the L1-RSRP and corresponding beam ID as a starting point. For the NW-side model, the corresponding DL Tx beam ID can be implicitly mapped to the RS indicator as in the current operation. For example, a UE measures L1-RSRP based on RS resources for Set B received via a CSI resource configuration, and reports the L1-RSRP and the corresponding RI to a NW. Then, the NW performs the beam prediction by using the received report from the UE. In terms of a UE measurement, this may not have specification impact. For a UE-side model, however, the UE needs to report the results of predicted beams that has not been actually measured. If CSI resources only for Set B of a UE are configured by a gNB, the explicit DL Tx beam ID should be configured with the CSI resources. This might need a method for informing the UE of the explicit beam ID. In the meanwhile, if the CSI resources for Set A are configured by a gNB and a UE selectively measures the RS resources only for Set B, it would be able to report the L1-RSRP by using the RS indicator for Top-K selected from Set A. It may be necessary to study a method for the UE to efficiently measure Set B. From this point of view, we suggest to study the potential specification impact of L1 signaling to collect L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID as a starting point.
Proposal 2. For BM-Case1 and BM-Case2, study the potential specification impact of L1 signaling to collect the following inputs:

· L1-RSRP measurement based on Set B

· The corresponding DL Tx and/or Rx beam ID
With a UE-side model, after the UE collects the data for AI/ML inputs, it infers model outputs and reports the predicted beams to the NW. In the last meeting, we had discussed whether the predicted L1-RSRP needs to be signalled, and it remains to FFS. In our understanding, it is clear a UE has to report the L1-RSRP to a NW, but the issue is whether the NW needs to know whether the L1-RSRP is predicted or measured. In our view, it is unclear at this stage because it could depend on the Set B configurations. For example, if a UE measures the beams based on Set B of a fixed pattern which are explicitly configured by a NW, the NW already knows the reported L1-RSRP is predicted or measured. But, if the UE measures the Set B of a variable pattern among Set A, especially for the case where Set B is a subset of Set A, it may be helpful to indicate if the L1-RSRP is predicted or measured. However, since we think it is difficult to decide at this stage, we suggest to study the specification impact of L1 signaling to report the L1-RSRP of AI/ML model inference to NW.
Proposal 3. For BM-Case1 and BM-Case2, study the potential specification impact of L1 signaling to report the L1-RSRP of AI/ML model inference to NW. 
In the AI/ML based beam management, it is very important to continuously monitor the model performance since the accuracy of the beam prediction greatly affects the overall system performance. Based on the agreement in the last meeting, there are 3 alternatives for model monitoring with a UE-side model. For a UE-side model, it seems natural for the UE to monitor the performance metric as both measurement and inference are performed by the UE. In Alt.1 and Alt. 3, a UE evaluates a quality of the predicted beams. For example, the UE may calculate the model performance by comparing the difference between predicted and measured values. On the other hand, if a NW monitors the performance metric, a UE should provide information for an evaluation of model quality to the NW. Moreover, the information is required to be transmitted from the UE whenever the NW performs the model monitoring. This would lead to high signalling overheads both in terms of the signalling frequency and size of contents. However, if the UE monitors the performance metrics as in Alt.1 and 3, the results could be transmitted to the NW only when determining the performance degradation based on the calculated performance metric. In this case, the reporting criteria for model monitoring may be configured by a NW. Based on the above discussion, therefore, we prefer to study Alt. 1 and Alt. 3 for model monitoring. 

Proposal 4. For model monitoring with a UE-side AI/ML model, Alt 1. UE-side model monitoring and Alt 3. Hybrid model monitoring are preferred.

For efficient model monitoring, RAN1 also needs to consider the enhanced beam measurement and report mechanism. For the purpose of the model monitoring as well as the model inference, a UE has to additionally measure beams based on Set A. Depending on the number of the beams for Set A and the period of model monitoring, the overheads for RS resources could be highly increased. From this point of view, we suggest to further study methods for composing of beams for the model monitoring, e.g., all or partial beams of Set A, and configuring the corresponding RS resources. In addition, given the trigger conditions for monitoring and/or reporting, it can reduce the reporting overhead and the burden on UE suffering from model monitoring. Along with this, RAN1 can also study the detailed parameter(s) to be reported to the NW for each alternative. 
Proposal 5. Regarding model monitoring for a UE-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Monitoring beam and corresponding resource configuration
· Trigger conditions for monitoring and/or reporting
· Reporting parameter(s)

3. Conclusion

Based on the discussion in the above section, the following proposals are suggested.

Proposal 1. For BM-Case1 and BM-Case2, support L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID as a baseline of AI/ML input.

Proposal 2. For BM-Case1 and BM-Case2, study the potential specification impact of L1 signaling to collect the following inputs:

· L1-RSRP measurement based on Set B

· The corresponding DL Tx and/or Rx beam ID

Proposal 3. For BM-Case1 and BM-Case2, study the potential specification impact of L1 signaling to report the L1-RSRP of AI/ML model inference to NW. 
Proposal 4. For model monitoring with a UE-side AI/ML model, Alt 1. UE-side model monitoring and Alt 3. Hybrid model monitoring are preferred.

Proposal 5. Regarding model monitoring for a UE-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Monitoring beam and corresponding resource configuration
· Trigger conditions for monitoring and/or reporting
· Reporting parameter(s)
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