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[bookmark: _Ref465963108]Introduction
In RAN plenary #94e, the following study item description on evolution of NR duplex operation was approved [1]. 
	The objective of this study is to identify and evaluate the potential enhancements to support duplex evolution for NR TDD in unpaired spectrum. In this study, the followings are assumed:
· Duplex enhancement at the gNB side
· Half duplex operation at the UE side
· No restriction on frequency ranges
The detailed objectives are as follows:
· Identify applicable and relevant deployment scenarios (RAN1).
· Develop evaluation methodology for duplex enhancement (RAN1).
· [bookmark: _Hlk89796625]Study the subband non-overlapping full duplex and potential enhancements on dynamic/flexible TDD (RAN1, RAN4).
· Identify possible schemes and evaluate their feasibility and performances (RAN1).




In this contribution, we discuss the remaining issues for the evaluation methodology and deployment scenarios for both SBFD and dynamic TDD. In addition, we provide calibration results and updates on initial evaluations for SBFD. 
[bookmark: _Ref525738522][bookmark: _Ref471731770][bookmark: _Ref462669569]Remaining issues for evaluation methodology 
SBFD Deployment scenarios
It was agreed to classify SBFD deployment scenarios into four different deployment cases. Deployment case 1 and case 2 address non-coexistence scenario (single operator and single carrier) and consider the scenarios when all cells are either configured with same or different SBFD subband configuration respectively.  Case 3 addresses co-channel coexistence of an operator where some cells use legacy static TDD operation and others are deployed with SBFD operation. Case 4 address adjacent channel coexistence between two operators on two adjacent channels where operator deploy static TDD, and the other operator is operating uses SBFD operation with the same SBFD subband configuration.


	Agreement:
For discussion purpose for evaluation, define the following deployment cases for SBFD:
· Deployment Case 1 (Non-coexistence case with single SBFD subband configuration): One single operator using one single carrier is considered. All the cells belonging to the operator use SBFD operation with the same SBFD subband configuration.
· Deployment Case 2 (Non-coexistence case with multiple SBFD subband configurations): One single operator using one single carrier is considered. All the cells belonging to the operator use SBFD operation, but different cells may use different SBFD subband configurations.
· Deployment Case 3 (Co-channel co-existence case): One single operator using one single carrier is considered. Among the cells belonging to the operator, some of them use legacy TDD operation (static TDD operation) while the others use SBFD operation with the same SBFD subband configuration.
· Deployment Case 3-1: Only 1-layer is considered 
· Deployment Case 3-2: 2-layer is considered
· Deployment Case 4 (Adjacent-channel co-existence case): Two operators each using one carrier are considered and the two carriers are adjacent carriers. One operator uses legacy TDD operation (static TDD operation) while the other operator uses SBFD operation with the same SBFD subband configuration.

Note: This definition has no intention to preclude any potential solutions for SBFD in AI9.3.2
Note: SBFD subband configuration is from gNB perspective.




It was agreed that the discussion on the evaluation methodology for both Deployment Case 2 and case 3-1 will be handled with lower priority to focus the efforts on the remaining cases that are more practical from deployment perspective. 
	Agreement
For SBFD evaluation from RAN1 perspective, the evaluation assumptions that are specific for Deployment Case 2 and Case 3-1 can be discussed with low priority.




Deployment Case 1
UE clustering for Urban Macro and Dense Urban Macro Layer
Proper modelling of UE drops is essential part for successful and meaningful evaluation for duplex evolution. In real deployment, the UEs may be clustered within certain area (e.g., office or conference) which is different than current assumption of random uniform UE dropping. This may affect the inter-UE CLI especially when two UEs are within close proximity. A simple model is essential part to make the evaluation useful and not complicated. 
In the RAN1 meeting #110, it was agreed that UE clustering is considered as baseline for Urban Macro and Dense Urban Macro layer deployment, at least for FR1. In that model, up to X clusters centers are dropped within one macro cell geographical area with a minimum distance between macro TRP to UE cluster center as Dmacro-to-cluster and the minimum distance between two UE cluster centers as Dinter-cluster.  80% of the UEs are uniformly dropped within the UE clusters where each cluster has a radius R. 

	Agreement
For UE distribution of Urban Macro and Dense Urban Macro layer, 
· Baseline: (UE clustering at least for FR1)
· M users per macro TRP
· Step 1: Randomly drop X UE cluster centers within one macro cell geographical area considering the minimum distance between macro TRP to UE cluster center as Dmacro-to-cluster and the minimum distance between two UE cluster centers as Dinter-cluster 
· Step 2: Y% UEs are randomly and uniformly dropped within the UE clusters with the radius of R, (1-Y%) users randomly and uniformly dropped in the macro geographical area outside the clusters
· Note: UEs dropped within the UE cluster(s) are indoor with 3km/h; UEs dropped outside the UE cluster(s) are outdoor in car with 30km/h
· UE outdoor/indoor proportion: 20% outdoor in cars: 30km/h; 80% indoor in houses: 3km/h
· Outdoor UEs: 1.5 m; 
· FFS: Indoor UEs height 
· Y%=80%
· FFS the values of M, X, Dmacro-to-cluster, Dinter-cluster, R
· Optional: 
· 10 users per macro TRP (per direction), and all users are randomly and uniformly dropped within the macro cell
· At least for FR1: 20% outdoor in cars: 30km/h; 80% indoor in houses: 3km/h
· Outdoor UEs: 1.5 m; 
· Indoor UEs: 3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8) [refer to TR 36.873 Table 6-1]
· FFS: FR2 details




In the last RAN1 meeting #110bis-e, it was agreed to consider two clusters as baseline with M = 20.  When option-1 traffic is used, then 2M UEs are dropped with M UEs assigned with UL traffic, and the other M UEs are assigned with DL traffic. All UEs inside one cluster are indoor UEs at the same building on first floor (i.e., UE heigh is 1.5m) and the minimum UE-UE distance is 1m. 
	Agreement
For UE clustering distribution of Urban Macro and Dense Urban Macro layer, take Alt-2 as baseline and Alt-3 as optional.
	 
	M
	X
	Indoor UE height (m)

	Alt-2
	20
	2
	1.5

	Alt-3
	10
	1
	1.5


Agreement
For UE clustering distribution of Urban Macro and Dense Urban Macro layer, 
· R =[25] m, Dmacro-to-cluster = 35m+R, Dinter-cluster = 2R m. 
Note: the UE cluster is totally confined within the macro cell geographical area (i.e. a cluster cannot be partially overlap with adjacent cell area).
For calibration purposes, assume clustering with R=25
Agreement
When UE clustering distribution is used, 
· consider the UEs in the same cluster are in the same building
· For Alt-2 (M=20, X=2), consider the UEs in different clusters are in different buildings
Agreement
For UE clustering distribution of Urban Macro and Dense Urban Macro layer, 
· M users per macro TRP (per direction)
· If each UE is either assigned UL traffic or DL traffic (i.e., option 1 of traffic model), there are 2M users per macro TRP, wherein, M UEs are assigned with UL traffic, and the other M UEs are assigned with DL traffic.
· If each UE is assigned both UL traffic and DL traffic (i.e., option 2 of traffic model), there are M users per macro TRP




Regarding the cluster size, there was some discussion whether smaller cluster size than 25 meters should be considered for the evaluation.  To evaluate the clustering effect on inter-UE CLI, the figure below shows the UE-UE coupling loss comparing UE clustering method with R=25 (legend as ‘calibration’) versus uniform UE drop within the macro-cell area (legend as ‘Legacy’). As can be seen from the figure, with UE clustering the mean (50%) coupling loss is reduced by roughly 12 dB as compared to random uniform UE dropping with same minimum 1m UE-UE distance. Although that smaller cluster will stress the effect of inter-UE CLI, it may be challenging to drop large number of UEs within a very small cluster smaller size (e.g., R = 5m). In addition, there is a big shift of LOS UEs using the clustering method as shown in Figure 2‑2
[image: ]
Figure 2‑1 UE-UE Coupling Loss with Clustering (Calibration) and Without Clustering (Legacy) (links<50 m)

[image: ]
[bookmark: _Ref118460160]Figure 2‑2: UE-UE Line of Sight (LOS) Links with and without Clustering (links<50m)

Proposal 1: Remove the square bracket on the cluster size.  

For outdoor UEs, the current agreement states that UEs dropped outside the UE cluster(s) are outdoor in car with 30km/h. This excluded pedestrian outdoor UE and mask the CLI between outdoor UEs considering two times car penetration loss is modelled. In our views, similar to TR 38.901, outdoor UEs should be pedestrian UEs with 3km/hr. 
Proposal 2: Revise the early RAN1 agreement with the updates below:
· UEs dropped outside the UE cluster(s) are outdoor pedestrian UE with 3km/h

For performance evaluation for FR2, there will be high out-to-in losses. The exact loss will depend on the materials and some materials could be very lossy. Therefore, it is reasonable that outdoor base stations cover the outdoor UEs only, while indoor UEs shall be covered by hotspots for FR2, which will be evaluated separately in indoor hotspot scenarios. Therefore, we support 100% outdoor UE locations to evaluate outdoor scenarios for FR2 as baseline. 
Proposal 3: Support 100% outdoor UE locations to evaluate outdoor scenarios for FR2 as baseline. 
For FR2, UE clustering can be realistic scenarios for e.g. outdoor hotspot, outdoor stadium with UE clustered. Therefore, support to have UE clustering as an option for outdoor scenario evaluation for FR2 – 100% outdoor UE locations without car penetration loss with 3km/h (same as agreed baseline for FR2) but with UE clustering. To reduce simulation time and overhead, UE clustering can be performed by dropping a single cluster (X=1) or two clusters (X=2) with each dense urban macro layer cell geographical area where number of UEs per cell is 10 (M=10). The cluster size R could be discussed, and we think the value of 15 m or 20 m could be a good reference. 
Proposal 4: For FR2, support to add UE clustering as an option for outdoor scenario evaluation. 
· 100% outdoor UE locations but with UE clustering
· UE clustering is performed by dropping a single cluster (X =1) or two clusters (X=2) within each dense urban macro cell geographical area where number of UEs per macro TRP is 10 (M=10) 
· The cluster size R = 15 m or 20 m
· Dmacro-to-cluster = 35m+R, Dinter-cluster = 2R m
· When UE assigned fixed traffic direction, half of the UE are assigned DL and other half are assigned UL. 

Indoor office layout
In the last meeting, the working assumption on the layouts for Indoor office, Urban Macro/Dense Urban Macro layer and Dense Urban with 2-layer was confirmed. However, there are some assumptions for indoor office that are missing, e.g. the TRP placements and antenna mounting orientation. It is important to clarify these assumptions. It was agreed in the very first RAN1 meeting #109e to use Indoor office defined in TR38.802/TR38.901 as starting point. In TR 38.802, ceiling mounted TRP deployment is considered for the indoor layout and three options for antenna mounting were considered [5]. It is sufficient to consider option 1 (Boresight direction is perpendicular to the ceiling) and antenna model is taken from Wall-mount (90-degree HPBW in azimuth and zenith) in Table A.2.1.7 [5]. The placement of 12 TRPs could follow the same layout as TR 38.901 [6].  The TRP layout and placement (ceiling mounted) as shown in Figure 2‑3. The layout parameters are summarized in Table 1.
[image: ]        [image: ]
[bookmark: _Ref118460601]Figure 2‑3: Layout of indoor office scenarios TRP placement in Indoor Office (Ceiling Mounted), boresight pointing towards the ground
[bookmark: _Ref118460624]Table 1 Layout parameters for indoor-office scenarios
	Parameters
	Indoor - office 
open office

	Layout
	Room size (WxLxH)
	120mx50mx3m

	
	ISD
	20m

	BS antenna height 
	3 m (ceiling)

	UT location
	LOS/NLOS
	LOS and NLOS

	
	Height 
	1 m

	UT mobility (horizontal plane only)
	3 km/h

	Min. BS - UT distance (2D)
	0

	UT distribution (horizontal)
	Uniform



Proposal 5: For InH, support ceiling mounted TRP deployment with Boresight direction is perpendicular to the ceiling and layout parameters in Table 1.
· TRPs placement using open office layout in Table 7.2-2 in TR38.901

Deployment Case 3-2 
In the last RAN1 meeting, it was agreed to consider scenario B (HetNet deployment with 2-layer) as baseline for FR1 where Layer 1 is Urban Macro and layer 2 is Indoor office.  
	Agreement
For evaluation of SBFD Deployment Case 3-2, the following scenario is baseline for FR1:
· 2-layer Scenario B 
· Layer 1: Urban Macro
· Layer 2: Indoor office or Indoor factory
· Indoor factory is optional (Companies are to report the used layout.)
· Regarding the Indoor office layer, reuse the Indoor office (InH) scenario (i.e., open office in Table 7.2-2 in TR38.901) and relevant channel model in TR38.901.
· Regarding the Indoor factory layer, reuse the Indoor factory (InF) scenario (i.e., Table 7.2-4 in TR38.901) and relevant channel model in TR38.901.
· FFS: consider only one indoor office/factory dropped in the whole network
· Layer 1 uses legacy static TDD operation, Layer 2 uses SBFD operation. All the gNBs in Layer 2 use the same SBFD subband configuration.
· Other operations are not precluded and can be reported by companies, e.g., Layer 1 uses SBFD operation and Layer 2 uses legacy TDD operation
Companies can submit results for other scenarios




For the HetNet deployment, Layer 1 Urban Macro is modelled using hexagonal grid, 7 macro sites, 3 sectors per site (ISD = 500m). For the indoor office, one InH layout is dropped randomly for each macro sector. The Indoor office is assumed single floor of size 120m x 50m x 3m with reduced number of TRPs as descripted in Indoor hotspot 3-site deployment in [5].  Regarding UE dropping, uniform and random dropping should be used for Layer 1 Urban macro as it iperationg in static TDD and there is no need to utilize UE clustering. Simiraly, for UE drops inside the office, uniform and random UE dropping across the indoor area should be used. 


 
Figure 2‑4: Urban Macro and Indoor Office Layout

For the HetNet, it shouldn’t be assumed that all Indoor UEs are connected to the Indoor TRP. The serving cell could be he Macro gNB or the Indoor TRP based on the RSRS measurements. In addition, special attention should be considered for modeling the penetration loss between the UEs and determining whether the UEs are Outdoor or Indoor. For example, when a UE is served by Macro gNB while being Indoor, then no O2I penetration loss should be considered for that UE to other indoor UE within the office. 
Proposal 6: For HetNet, support UMa hexagonal grid of 7 macro sites and three sectors per site (ISD = 500m). 
· one InH layout is dropped randomly per macro cell with 3 TRPs per InH. 
· The Indoor office is assumed single floor of size 120m x 50m x 3m with 3-site deployment.
· Serving cell determination for Indoor and outdoor UE based on best cell RSRP. 
· 30 UEs are uniformly and randomly dropped within the indoor office with UE height 1.5 m.
· 10 UEs are uniformly and randomly dropped within each macro cell area (20% indoor and 80% outdoor).
· When option-1 traffic is used 20UEs are dropped with 10 UE assigned DL and 10 assigned UL.
· The outdoor UEs are considered outside the dropped InH.
· UE-to-UE minimum distance is 1m.

Deployment Case 4
For the inter-operator coexistence deployment case 4 (adjacent channel coexistence) between SBFD operator and static TDD operator, it was agreed to study Urban Macro and Dense Urban Macro layer deployments for FR1 and FR2-1 respectively. 
	Agreement:
For SBFD Deployment Case 4, at least consider the following scenarios for evaluation from RAN1 perspective:
· FR1: Urban Macro
· FR2-1: Dense Urban Macro layer
· FFS: UE outdoor/indoor proportion, clustering, etc
· FFS: the grid shift between two networks, e.g., 0%, 100%
· FFS: Indoor hotspot, Dense Urban Micro layer




For FR1 and FR2-1, the two agreed deployment scenarios are sufficient baseline for the study of inter-operator coexistence as they are the most practical and commercially deployed scenarios. For the Indoor hotpots scenario with multiple oeprators, there could be coexistence issues for some deployment use-case as in stadium coverage by multiple operators or within a conference room mmW hotspot coverage by multiple operators. It is good for RAN1 to further discuss these additional deployment scenarios and consider workload of simulation efforts. If multiple deployment scenarios are agreed, additional deployment scenario should be optional. 
Proposal 7: For Deployment case 4, Urban Macro (FR1) and Dense Urban Macro layer (FR2-1) deployment are considered as baseline for the study of adjacent channel coexistence between SBFD and static TDD operator. 
· Further discussion on additional scenarios of Indoor hotspot and Dense urban Micro layer scenarios.
UE Clustering 
Similar methodology of UE dropping based on UE clustering should be considered as baseline for deployment case 4, where the UEs are dropped per cluster for each operator. For the deployment case 1, the cluster center is randomly dropped within the macro-cell geographic area and all UEs within cluster are assumed within the same building. It is very common that UEs for both operators coexist in the same building as it is the case of commercial office workspace, e.g in conference room. Then, the clusters of each operator can be assumed overlapping (i.e. having same exact cluster center) as shown in Figure 2‑5. Constraints on cluster centre is 35m away from any operator gNB. Also, UE-UE minimum of 1m regardless the operator. 

 
[bookmark: _Ref118273146]Figure 2‑5: Example of UE clustering for two operators with one cluster fully overlapping.

Proposal 8: For Deployment case 4, UE clustering is considered as baseline for UE dropping. The clusters center for first operator clusters is the same as second operator.
Evaluation methodology 
To evaluate the performance gain of subband full duplex and system level evaluation should be used as the primary tool for the duplex evolution. In addition, link-level could be a helpful tool for some studies, e.g. effect of inter-UE CLI on DL performance and guard band requirement as has been analysed in our companion contribution [2]. 
Proposal 9: Support SLS as main tool for the evaluation of subband full duplex study. 
· LLS could be additionally used for the study of inter-UE CLI.

Performance evaluation metrics
In the RAN1 meeting #109e, the following metrics were agreed for the evaluation of the SBFD and dynamic/flexible TDD and detailed definition was agreed in RAN1 #110 meeting.
	Agreement:
At least the following metrics are considered for SBFD and dynamic/flexible TDD evaluation.
· DL/UL UPT or user throughput (CDF or {mean, 5%, 50%, 95%}) using SLS
· Latency (CDF or {mean, 5%, 50%, 95%}) using SLS
· Resource utilization using SLS
· DL/UL received SINR using SLS
· Coverage metric
· FFS: MPL to achieve a certain bit rate in UL and DL
· FFS: definitions of the above metrics
· FFS: other metrics




In addition to the agreed evaluation metrics, SBFD slots utilization is an important metric to indicate the percentage of the SBFD slots where both DL and UL traffic was served simultaneously by the gBN. 
Proposal 10: For subband full duplex evaluation scenario, support SBFD slot utilization as additional metric.
To evaluate the UL coverage gain of SBFD over static TDD, an accurate modelling of the self-interference as well as the inter-gNB interference should be adopted. Using LLS, the impact of inter-cell interference may not be modelled. Therefore, SLS should be used to evaluate the coverage metric. 
Proposal 11:Coverage metric using SLS evaluation to accurately account for inter-gNB CLI.
Slot structure and UL/DL subband configurations
	Agreement:
For performance evaluation and comparison between baseline legacy TDD operation and SBFD operation under SBFD Deployment Case 1 (Non-coexistence case with single SBFD subband configuration), consider the following alternatives:
· Alt 2 (No SBFD DL subband in the slots/symbols that correspond to UL slots/symbols in legacy TDD): 
· Legacy TDD: Static TDD UL/DL configuration with {DDDSU}, where S=[12D:2G:0U]
· SBFD: Frame structure#2 (XXXXU), where X denotes a SBFD slot. In time domain, SBFD UL subband spans all the symbols in a SBFD slot. In frequency domain, SBFD UL subband is about [20%] of the channel bandwidth.
· Alt 4 (strive for the same UL/DL resource ratio between Legacy TDD and SBFD): 
· Legacy TDD: Static TDD UL/DL configuration with {DDDSU}, where S=[12D:2G:0U]
· SBFD: Frame structure#3 (XXXXX), where X denotes a SBFD slot. In time domain, SBFD UL subband spans all the symbols in a SBFD slot. In frequency domain, SBFD UL subband is about [20%] of the channel bandwidth.
· Alt 1 (No SBFD DL subband in the slots/symbols that correspond to UL slots/symbols in legacy TDD): 
· Legacy TDD: Static TDD UL/DL configuration with {DDDSU}, where S=[12D:2G:0U]
· SBFD: Frame structure#1 (DXXXU), where X denotes a SBFD slot. In time domain, SBFD UL subband spans all the symbols in a SBFD slot. In frequency domain, SBFD UL subband is about [20%] of the channel bandwidth
· Alt 3 (strive for the same UL/DL resource ratio between Legacy TDD and SBFD): 
· Legacy TDD: Static TDD UL/DL configuration with {DDSUU}, where S=[12D:2G:0U]
· SBFD: Frame structure#2 (XXXXU), where X denotes a SBFD slot. In time domain, SBFD UL subband spans all the symbols in a SBFD slot. In frequency domain, SBFD UL subband is about [20%] of the channel bandwidth.
FFS: whether dynamic TDD can optionally be used for legacy TDD for comparison.
Agreement:
For SBFD evaluation, consider the following for SBFD subband configurations:
· SBFD Subband configuration#1 with {DUD} pattern, which means one SBFD slot consists of one UL subband at the center of the channel bandwidth and two DL subbands at two sides of the channel bandwidth.
· SBFD Subband configuration#2 with {DU} pattern, which means one SBFD slot consists of one UL subband at one side of the channel bandwidth and one DL subband at the other side of the channel bandwidth.
· Use the following parameters for description of SBFD subband configuration in evaluation assumptions:
· ND: the number of RBs in one DL subband
· NU: the number of RBs in one UL subband
· NG: the number of RBs in one guard band between one UL subband and one DL subband




In RAN1 meeting, 4 alternatives for the slot format summarized in Table below for both the SBFD and baseline legacy TDD deployment. The SBFD slot (X) can be either configured with {DUD} or {DU} pattern. The number of RBs and for DL subband and guard band will depend on the system BW/SCS and the gNB capability for self-interference mitigation. Assuming a 2% guardband for the SBFD, the table below compare the UL, DL and Guardband (or guard symbols) resources percentile for the SBFD (TDD) respectively. 
Table 2: slot format configuration for SBFD evaluation
	
	Alt-1
	Alt-2
	Alt-3
	Alt-4

	SBFD Slot format
	DXXXU
	XXXXU
	XXXXU
	XXXXX

	SBFD Resource utilization (UL, DL, guard band)
	(32%, 66.8%, 1.2%)
	(36%, 62.4% 1.6%)
	(36%, 62.4% 1.6%)
	(20%, 78% 2%)

	Static TDD Slot format
	DDDSU
	DDDSU
	DDSUU
	DDDSU

	TDD Resource utilization (UL, DL, guard period)
	(20%, 77%, 3%)
	(20%, 77%, 3%)
	(40%, 57%,3%)
	(20%, 77%, 3%)



Comparing the UL and DL resources for the four alternatives, only Alt-4 achieve fair comparison in terms of UL, DL and guard (band or period) resource utilization for both SBFD and TDD. Alt 3 is also very close in terms of similar resource utilization between SBFD and TDD. 
Observation 1: Alt 4 and Alt 3 represent fair comparison between SBFD and TDD in terms of DL and UL resources.
From the UE perspectives in SBFD slot, all slots can be considered as flexible slot. gNB by dynamic scheduling can grant UE UL/DL transmission or reception in UL/DL subband.  For DL CSI acquisition, gNB can utilize few symbols within a slot for wideband UL SRS reception. Similarly, few symbols can be used for wideband DL CSI-RS transmission.
Observation 2: For SLS evaluation, SBFD is transparent to the UE where all slots are flexible from UE perspective. gNB dynamically schedules the UE within the UL or DL subbands of the SBFD slot. 
· Full band CSI (SRS and CSI-RS) can be enabled at some non-SBFD symbols 

For Deployment case 3-2 (HetNet), the first layer can be configured with static TDD with ‘DDDSU’ frame structure and Layer-2 with SBFD deployment can use Alt-4 frame structure ‘XXXXX’. 
Proposal 12: For performance comparison between baseline legacy TDD network and SBFD Deployment Case 3-2, layer-1 is based on static TDD configuration of ‘DDDSU’ and layer-2 is configured with SBFD Alt-4 frame structure. 
For FR2, for legacy TDD deployment scenario (and dynamic TDD) and subband full duplex deployment scenario, it makes sense to support periodic reserved DL-only slots and UL-only slots for common control channels. For example, assume SSB periodicity is 20ms and there are 32 SSBs, with two SSBs configured per slot, it needs at least 16 DL slots to transmit all SSBs in every 20 ms / 160 slots (SCS = 120 kHz). Consider the defined slot format has a repeated slot pattern of every 5 slots, could round the 16 SSB slots up to 20 slots reserved as DL-only slots for SSB transmissions. Similarly, assume RO periodicity is 160 ms / 1280 slots (SCS = 120 kHz) with configuration of ssb-perRACH-Occasion = 1, with 2 ROs configured per slot, it needs at least 16 slots for all ROs in every 160 ms / 1280 slots. Same as SSB, could round the 16 RO slots up to 20 slots reserved as UL-only slots for PRACH transmissions. The rest of the slots of every 20 ms / every 160 ms could follow the defined legacy TDD or subband full duplex slot format, as illustrated in Figure 2-3. 
For subband full duplex deployment scenario, in the periodic reserved DL-only slots and UL-only slots, baseline option for the base station could be no simultaneous data transmission on the opposite direction. The first extension option could be to allow simultaneous DL data transmission on the periodic reserved RO UL slots. The second extension option could be to also allow simultaneous UL data transmission on the periodic reserved SSB DL slots.
[image: ]
Figure 2‑6 Periodic reserved DL-only slots and UL-only slots for common control channels for FR2

Proposal 13: For FR2, for legacy TDD deployment scenario and subband full duplex deployment scenario, 
· Support periodic reserved DL-only slots and UL-only slots for common control channels
· E.g. 20 slots per 20 ms for SSB, 20 slots per 160 ms for PRACH
[bookmark: _Ref101856282]
Interference modelling 
gNB Self-interference modelling
Direct leakage
The amount of residual self-interference at the UL subband depends on the Tx power of the DL signal and the gNB RSI capability (Ratio of Self Interference). The gNB RSIC depends mainly on the value of spatial isolation between the Tx and Rx panels and the frequency isolation between the DL and UL as explained in  Figure 2‑7. In addition to spatial and frequency isolation, gNB receiver may deploy some digital cancellation technique and/or beamforming to reduce the amount of the residual self-interference including clutter reflections. A detailed discussion on mitigation techniques of self-interference is presented in our paper of subband full duplex feasibility [2]. 
Observation 3: The amount of residual self-interference depends on gNB spatial isolation, subband frequency isolation, digital interference cancellation and beamform nulling/isolation. 



[bookmark: _Ref101912132]Figure 2‑7 Self interference leakage into the UL subband
In the last meeting, it was agreed that value of  is determined based on 1 dB gNB receiver sensitivity and is modeled as frequency flat in the UL subband.  The determination of the value of RSI depends on gNB maximum Tx Power and the thermal noise level of the gNB receiver which depends on the NF and the UL-SB bandwidth. 
	Agreement
For SLS of SBFD in RAN1, candidate values for  at least can be determined based on the assumption that UL receiver sensitivity degradation due to self-interference is 1dB.
· FFS: UL receiver sensitivity degradation due to self-interference is 0.8dB and 0.1dB
· The value of  can be calculated based on the UL receiver sensitivity degradation, noise floor of UL subband and maximum gNB DL Tx Power as below
· 
· For example, For sensitivity degradation of 1dB,  can be computed based on , where N is the noise floor over the UL subband given by , assuming 20MHz UL subband and 5dB noise figure.
· Companies shall report what values of the individual components are assumed in order to achieve the alpha_SI value corresponding to 1 dB desense
· Note: the feasibility of the determined  values can be discussed separately
· Other approaches of determining values for  are not precluded, and can be used and reported by companies.
Send LS to RAN4 to confirm RAN1’s understanding.



For example, considering the agreed BS transmit power for the different deployment scenarios, NF of 5dB/7dB for FR1 and FR2-1 respectively and 20 MHz of UL-SB, then the value of  is summarized in Table 3
[bookmark: _Ref118302258]Table 3 Values of RSI to achieve target 1dB UL receiver desense
	
	FR1 (100 MHz), <104, 55, 5> , 30KHz
	FR2-1(100 MHz), <25,14,1>, 120KHz SCS

	
	Tx Power (dBm)
	 (dB)
	Tx Power (dBm)
	 (dB)

	Urban macro
	53 dBm
	149 dB
	N.A

	
	49 dBm
	145 dB
	

	Dense Urban Macro Layer
	53 dBm
	149 dB
	40 dBm
	134.3 dB

	
	44 dBm
	140 dB
	
	

	Dense Urban Micro layer
	38 dBm
	134 dB
	30 dBm
	124.3 dB

	Indoor Hotspot

	24 dBm
	120 dB
	23 dBm
	117.3 dB



Clutter reflection
In addition to the direct leakage, there could be some clutter reflection from objects or reflector that are near-by the base-station. The strength of these clutter reflections depends on the locations of these clutters, the orientation and the reflection coefficients which is mainly characterized by the RCS (Radar cross section). Clutter reflections could be very high as large as direct leakage when large reflector is nearby the gNB. In other scenarios, the reflected power from the clutter could be small and can be ignored. 


Figure 2‑8 Clutter echo
Near field self-interference with direct leakage most likely is not beam-dependent. However, far field clutter reflection shall be beam-dependent. 
Consider there is no existing clutter model, to reduce the RAN1 efforts on agreeing on the clutter model assumption, at least for FR2, a simplified statistically clutter modeling can be considered for subband full duplex evaluation. For example, instead of exact clutter drop, clutter reflected paths can be modeled statistically. Individual reflected path could have random strength and AoA, within certain angular range distributed around the Tx beam direction, as illustrated in Figure 2‑9. The signal transmitted from the Tx beam is reflected from objects or reflectors and absorbed by the Rx beam of the base station. 
Observation 4: There is no 3GPP model for clutter modelling.
 
Observation 5:  Exact clutter modelling is complicated and may drain RAN1 time and efforts. 
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[bookmark: _Ref102054154]Figure 2‑9 FR2 statistical clutter modeling

The simplified clutter model shall be an intra-serving-gNB clutter model and will have no impact on other links with other gNBs and other UEs in the network as shown in Figure 2-9. No new AoD paths are added between Tx and Rx of the serving gNB. For simplicity, support taking existing AoD paths and adding reflections with new AoAs with the same direction of existing AoD angles to this serving gNB only.
Observation 6: A statistical clutter model based on statistics of clutter strength and AoA is simple model.
[image: ]
Figure 2‑10 Intra-serving-gNB clutter model
Proposal 14: For subband full duplex deployment scenario, simplified statistical clutter modelling can be considered based on statistics of cluster power and AoA. 
Proposal 15: For subband full duplex deployment scenario, simplified statistical clutter modelling shall be intra-serving-gNB model and shall have no impact on other gNBs and UEs in the network. 
Co-channel Inter-gNB inter-subband CLI model
There are two scenarios for inter-gNB inter-subband CLI modeling. The first one for inter-site and the second one for co-site inter-sector inter-gNB. Both will be addressed in the following sub-sections. 
inter-site Inter-gNB CLI modelling
 [image: ]
[bookmark: _Ref115386393]Figure 2‑11: inter-gNB CLI modeling (Iz + Ix)

For inter-site inter-gNB inter subband CLI modelling, RAN4 recommended to use ACLR for aspect 1 (Tx leakage) and ACS for aspect (gNB receiver selectivity for impairments). However, RAN4 didn’t provide values for the ACLR and ACS and stated that RAN4 will further study possibility of improved requirement. 
Proposal 16: For inter-site inter-SB CLI modelling, RAN1 to consider ACLR modelling for gNB Tx leakage and ACS for receiver impairment at Rx gNB. FFS: values for ACLR and ACS
In the last RAN1 meeting #110bis-e, two agreements were made for gNB-gNB co-channel inter-SB CLI modelling for the scenarios when only large-scale fading is modeled and for the scenario when both small-scale and large-scaling fading are used for inter-gNB channel modeling. 
	Agreement
For SLS in RAN1, if both large-scale fading and small-scale fading are modelled for gNB-gNB co-channel channel model, the inter-site gNB-gNB co-channel inter-subband CLI across all Rx chains at UL RB  at victim gNB can be modeled as
 where,
·  is the first part of inter-site gNB-gNB co-channel inter-subband CLI across all Rx chains at UL RB , caused by power leakage at aggressor gNB,
·  is the  channel matrix between aggressor gNB and victim gNB at UL RB , the analog beams of the aggressor gNB and the victim gNB can be taken into account by ,
·  is the unwanted emission across all Tx chains at UL RB  at aggressor gNB,
·  is the number of Tx chains at aggressor gNB,
· , , is modelled as white Gaussian noise,
·    is the total leakage power at UL RB  at aggressor gNB,
·  is the DL power transmitted across all Tx chains at one DL RB at aggressor gNB, ,
·  is the number of DL RBs scheduled for DL transmission by aggressor gNB,
·  is the total number of DL RBs in the DL subbands
·  is the  normalized identity matrix with unit norm, ,
· FFS whether  can be other values and corresponding conditions
· FFS: 
· Note:  and  are in linear scale. In RAN4 reply LS, gNB ACLR (i.e., ) is provided as the candidate for TX leakage, and gNB ACS (i.e., ) is provided as the candidate for Receiver impairment. 
· Note: the model is based on the assumption that the same transmission power across different DL RBs are used in SLS. This does not prevent companies to use other DL power allocation schemes in SLS.
· Note: This model is not applicable to the RBs in the guardband.
· Send LS to RAN4 to confirm RAN1’s understanding.




Regarding the FFS on the precoder for the leakage component, It was discussed in the literature [7] that the OOB NL from large array system can be beamformed depending on the spatial direction of the DL transmission. The non-linearity at Tx side is correlated across antennas. To further validate the directionality of the leakage component, OTA measurements were conducted. 

OTA measurements for gNB-gNB inter-SB CLI leakage:
FR1 OTA measurements were carried out to corroborate that the NL leakage of DL signal transmitted from a large array system is beamformed in the spatial direction of the DL transmission. Figure 2‑12 shows the locations of the transmitting and receiving Macro gNBs. In particular, a Macro gNB is used to transmit a DL signal in the downlink subband with its non-linearity (NL) leaking into UL-SB (caused by PA non-linear response). In-band measurements for both the blocker component in the DL subband and leakage component in the UL-SB  is performed at a second Macro gNB (victim gNB). The blocking signal and NL leakage as observed by the receiving gNB is illustrated in Figure 2‑13.
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[bookmark: _Ref118275590]Figure 2‑12 OTA setup for inter-gNB CLI measurement
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[bookmark: _Ref118295698]Figure 2‑13 Illustration of transmitted signal and the NL leakage
The transmitted signal is beamformed in different spatial directions by sweeping different DL precoder (beams) in azimuth (16 beams illustrated in Figure 2‑14) and elevation (3 beams). Specifically, an extension of PMI codebook is considered for 64 ports transmission with (N1=16, N2=2, O1=O2=4, dual polarization). Both single-layer and multi-layer transmissions are considered. In the single-layer case, a different azimuth beam and a different elevation beam are used for each measurement . In the multi-layer case, each multi-layer beam consists of four beams which have different azimuth directions and same elevation. In particular, 16 azimuth beams are subsampled to construct 4 multi-layer beams as illustrated in Figure 2‑14.
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[bookmark: _Ref118277487]Figure 2‑14 Single layer and multi-layer beam patterns for 2x16 array

The following figures, show the measured blocker power (in DL-SB) versus NL leakage power (in UL-SB) at the receiving gNB for different Tx beams which are averaged over different Rx antennas.
Figure 2‑15 shows measured blocker and NL leakage power for different Tx beam angles relative to a reference power level for the single layer case. The figure shows that there is a correlation between received blocker and NL leakage power. Similarly, for the multi-layer case, the measured blocker and NL power for different beam groups (4 multi-layer beams) are shown in Figure 2‑16. Additionally, the right figure shows the variation in blocker and NL power versus beam group index, which also illustrates the correlation between received blocker and NL powers in the spatial domain.
[image: Chart, line chart

Description automatically generated] [image: Chart, scatter chart

Description automatically generated]
[bookmark: _Ref118282611][bookmark: _Ref118282607]Figure 2‑15 Measured blocker vs NL leakage power for different single-layer beam transmissions
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[bookmark: _Ref118283087]Figure 2‑16 Measured blocker vs NL leakage for different multi-layer beam transmissions

Observation 7: gNB-gNB OTA measurements shows that leakage in UL-SB has similar spatial direction as the DL  
Proposal 17: At least for wideband digital precoding, the same precoder W is used for the leakage component. 
· FFS: subband precoding. 

In addition, we conducted some FR2 measurements for the frequency isolation (ACLR). It was observed that inter subband ACLR is frequency dependent, the farther on the frequency band, the less ACLR.  In addition, far field inter subband ACLR has dependency on beam directionality.
Observation 8: based on our FR2 measurements:
· Inter subband ACLR is frequency dependent, the farther on the frequency band, the less ACLR. 
· Far field inter subband ACLR has dependency on beam directionality.
· For simulation simplicity, frequency flat fading model can be assumed at least for SI and inter-gNB inter subband ACLR.

At the gNB Rx side, Aspect 2 (receiver selectivity) should apply for gNB receiver to the blocker interference Ix. This interference can be modeled by applying the inter-gNB channel (large-scale and small-scale) to the DL precoded tones on the aggressor gNB Tx side (xk), 
Based on gNB selectivity requirement, the interference component is further attenuated by the gNB ACS. The residual receiver impairments in the UL subband due to blocker interference can be modeled as frequency flat component that depends on the power of the blocker interference  and the gNB ACS.  
Proposal 18:   is modeled as frequency flat component across all the RBs of the UL subband. The value of  depends on the power of the blocker interference across the DL subband(s) and gNB ACS.
·  is modeled as frequency flat component that depends on the power of the blocker interference   and the gNB ACS,  where 


co-site inter-gNB CLI modeling
For co-site inter-sector gNB-gNB CLI modelling, RAN4 recommended similar modelling as for self-interference (RSI) can be applied but may be with different parameters on antenna isolation. As discussed in our companion paper [2], the spatial isolation between the sectors in one site can be better than the spatial isolation of the self-interference. This can be achieved by improved spatial isolator in between the sector and the sides of the antenna arrays. In addition, the gNBs have different transmission directions and further apart as compared to the two panels of one gNB. 
Proposal 19: RAN1 to consider same method log of self-interference (RSI) to model co-site inter-gNB CLI with different parameters of spatial isolation. 
· The spatial isolations between the sectors in one site could be better than self-interference spatial isolation as the sectors are further apart, have different direction and possibility of improved site isolation (e.g. in-between sectors).  

[image: ]
Figure 2‑17 co-site inter-sector CLI modeling

In addition to the spatial isolation and the frequency isolation, there is ppossibility of advanced gNB Rx for Digital IC across sectors. This will depend on the trade-off for gNB energy savings.
Observation 9: Whether to consider digital IC for co-siter inter-sector interference mitigation depends on gNB capability and trade-off for gNB energy savings. 
Proposal 20: For co-site inter-sector gNB-gNB CLI modeling, the leakage interference in victim gNB receiver is modeled as fixed value.
· The leakage power is given by 
· In SLS, the leakage in UL subband can be modeled as gaussian noise with zero mean and power 
· The co-site spatial isolation for FR1 and FR2 is given in the table below
· FFS: digital IC capability depending on advanced gNB capability and Energy savings trade-off

	Parameter
	FR1
	FR2

	Spatial isolation
	100 dBc
	100 dBc

	Frequency isolation
	45 dBc
	28 dBc




Co-channel Inter-UE inter-subband CLI modelling
For inter-UE inter-SB CLI interference, RAN4 agreed that Tx leakage (Aspect 1) can be modelled using IBE requirements while there is no requirement on UE Rx selectivity (Aspect 2).  
Based on RAN4 specification in in TS38.101-1 and TS38.101-2, the IBE emission is frequency selective, depends on transmission waveform EVM and is defined based on allocation RBs (NRB) within channel BW (LCRB) for each from edges. In our views, using the IBE model as is in SLS is very challenging and complex models. It would much better if a simpler model is derived on the IBE that is frequency flat and represent the IBE.  One method is to consider the worst-case IBE profile (e.g. QPSK waveform) and then obtain an equivalent flat model with same leakage power as shown in 
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Figure 2‑18: Equivalent flat model for the IBE
Proposal 21: RAN1 to consider an equivalent simpler model for UE Tx leakage modelling based on RAN4 worst-case IBE requirement (e.g. equivalent flat model based on worst case IBE, QPSK waveform)  
Proposal 22: RAN1 to assumes no UE in-band selectivity when modelling the effect Aspect 2 in absence of RAN4 reply LS. 

For modelling the inter-CLI, there are two components; the UL Tx signal and UL Tx-NL caused UE PA non-linearity. As discussed in section 1.1, we propose to consider a simple equivalent frequency flat model for the IBE for modelling the Tx non-linearity. 
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Figure 2‑19: inter-UE CLI modeling

At the victim UE DL subband, the leakage Interference component Iz can be obtained by applying the large-scale and additionally the small-scale UE-UE channel to the leakage term Zk at the aggressor UE. Similar to the discussion of inter-gNB CLI modeling, this term can be modelled as  where  is as gaussian noise with zero mean leakage power (, and W is the wideband precoder. for UL transmission. 
Proposal 23: For inter-UE inter-subband CLI modeling, the leakage interference at the DL subband of the victim UE can be obtained by applying the UE-UE channel model on the Tx non-linear leakage Zk at the aggressor UE Tx in the DL subband.
· The power of NL Tx leakage power is given by UE Tx power and IBE values, 
· The Zk = W gk where gk is gaussian noise with zero mean and leakage power, and W is wideband precoder.

The second interference term is the blocker component, inter-UE CLI at the UL subband. This term can be modeled based on UE-UE channel and Tx signal of the aggressor UE in the UL subband. Given that no assumption on UE receiver in-band selectivity, the power of this term may affect the AGC setpoint and will reduce dynamic range (increased quantization noise). In general, the the effect on quantization noise increase can be modeled as: . Then, for the scenario where blocker power is much larger than DL signal, the delta increase of quantization noise is given by . This means every dB increase of the interference will reduce the dynamic range by 1dB. This will affect UE SIQNR as follow 
Proposal 24: For inter-UE inter-subband CLI modeling, the blocker interference at the UL subband of the victim UE can be modelled as increase of quantization noise which affects the DL SIQRN when blocker power is higher than RSSI of the DL signal. 
· 
· 

Adjacent-channel gNB-gNB and UE-UE inter-subband CLI modelling
For co-site adjacent channel modelling, RAN4 is still investigating two alternatives for CLI modelling. Then, it is recommended that RAN1 hold on the discussion till RAN4 concludes their discussion and recommend one model.
For inter-site inter-gNB adjacent channel CLI modelling, RAN4 recommended to use similar assumptions of co-channel CLI modelling based on ACS and ACLR requirements. And RAN4 is still investigating the possibility of improved performance and requirements for adjacent channel. 
Proposal 25: For co-site inter-sector adjacent channel CLI modeling, RAN1 to hold on the discussion until RAN4 discussion concludes on the recommended alternative for CLI modeling. 
Proposal 26: For adjacent channel inter-stie inter-gNB CLI modelling, adopt similar model of co-channel inter-gNB CLI co-channel based on assumptions of ACLR and ACS.
Proposal 27: For adjacent channel inter-UE CLI modelling, adopt same ACIR model as Rel-16 CLI study as starting point based on UE ACLR on TX and UE ACS on RX.

System Evaluation Results
SBFD Calibration Results
In RAN1 meeting #110bis-e, it was agreed to conduct calibration analysis for the evaluation of SBFD operation. The calibration scenario are Urban Macro and Dense Urban Macro Layer for FR1 and FR2-1 respectively. The metrics used for SLS calibration are gNB-UE coupling loss, inter-gNB coupling loss and inter-UE coupling loss. The beam configuration, the coupling loss equations per Tx beam and per Rx beam, the CDF generation are based on the three proposals related to calibration discussed in RAN1 110bis-e meeting [10].
FR1 calibration results
Calibration results follow the guidelines from [10] are shown in Figure 3‑1. Using option-1 traffic model, there are 40 UEs dropped per each sector where 16 UEs are dropped in each cluster of R = 25. The remaining 8 UEs are dropped outside the cluster. Minimum UE distance is set to 1m. gNB-UE associated link's Coupling Loss is captured in the Figure 3‑1. Coupling Loss is obtained by averaging over all the Tx ports. A heavy tail making the gNB-UE link to reach 170dB Coupling Loss. This tail is driven by the penetration loss model. Solution based on admission control can be implemented, in order to prevent the users with very high coupling loss using all the resources. 
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[bookmark: _Ref118369540][bookmark: _Ref118466756][bookmark: _Ref118369531]Figure 3‑1 FR1 Calibration Results
FR2 calibration results
There are 10 UEs per TRP and 7 cells (21 TRPs) and there is no UE clustering for FR2 calibration; therefore, total of 210 gNB-to-UE links will be computed for gNB-to-UE coupling loss. To calculate gNB-to-UE coupling loss, the proposal related to calibration discussed in RAN1 110bis-e meeting [10] stated that “for CDF of gNB-UE coupling loss, only the coupling losses between each UE and its serving cell are collected for CDF statistic.” However, the proposal didn’t specify which gNB-to-UE beam pairs are computed to generate the statistics. Based on our understanding, there could be two ways to generate this CDF: 1) compute the coupling loss between each UE and its serving cell based on the best RSRP beam for CDF statistic (with this option, 210 links/points will be counted in the CDF); 2) compute the coupling loss between each UE and its serving gNB based on beam scan of the RSRPs per each beam pair between the UE and its serving gNB for CDF statistic (with this option, 210 x 12 gNB beams x 8 UE beams = 20160 points will be counted in the CDF). Therefore, we provided two gNB-UE coupling loss curves for calibration. RAN1 shall further define the details of gNB-UE coupling loss to clarify which option to use for gNB-UE coupling loss CDF statistic and we support option 1 with best RSRP beam for computation. Note that 2 UE panels agreed are used for calibration and the computation is based on the selected one UE panel out of the two based on the one used to select the serving gNB. 
Proposal 28: RAN1 to further define the gNB-UE coupling loss CDF generation (e.g. based on best RSRP beam at least for FR2).
We prefer to use the two Zenith angle/beams (Zenith angle θj = {5*pi/8, 7*pi/8}) for FR2 as the same in original version of the proposal (in the final proposal, it was changed to single Zenith angle for FR1 and FR2; we think the change of single Zenith angle can be for FR1 only). 
Proposal 29: For FR2-1, Support to use the two Zenith angles (Zenith angle θj = {5*pi/8, 7*pi/8}).
To calculate gNB-to-gNB coupling loss, only inter-site inter-gNB coupling loss is considered. Therefore, total of 189 (choose 2 out of 21 – intra-site links) gNB-gNB links is computed for CDF statistic. For each gNB-gNB link, we computed all coupling loss values corresponding to each inter-gNB beam pair. With defined beam set of 12 gNB beams for FR2 in the proposal [10], the total points will be (189 x 12 gNB beams x 12 gNB beams) = 27216 points for CDF statistic. Note that, per gNB-gNB link (there are 144 points/beam pairs), it includes worst case gNB-gNB beam pairs and best case gNB-gNB beam pairs, and among all gNB-gNB links, it includes worst case neighbour gNBs, and best-case neighbour gNBs. If counting only e.g. worst case gNB-gNB links/beam pairs, the coupling loss will be much less than the CDF shown in the figure. However, for calibration purpose (not related to any performance analysis), we support compute all points for CDF statistic. 
To calculate UE-to-UE coupling loss, as the proposal, if the 2D distance between two UEs in a UE pair is larger than 50m, the UE pair is not considered for statistic. Therefore, among the total of 21945 (choose 2 out of 210) UE-UE links, we exclude the links with UE-UE distance > 50m, the rest links are computed for CDF statistic. For each UE-UE link, we computed all coupling loss values corresponding to each inter-UE beam pair. With defined beam set of 8 UE beams for FR2 in the proposal [10], the total points will be (UE links (<50m) x 8 UE beams x 8 UE beams) points for CDF statistic. Again, per UE-UE link (64 points/beam pairs), it includes worst case UE-UE beam pairs and best case UE-UE beam pairs, and among all UE-UE links, it includes worst case neighbour UEs, and best-case neighbour UEs. For calibration purpose (not related to any performance analysis), we support compute all points for CDF statistic.
Proposal 30: Instead of two steps defined in the current proposal for gNB-gNB and UE-UE coupling loss, one step with counting all links and all beam pairs per link is a good way for gNB-gNB and UE-UE coupling loss CDF statistic at least for FR2.
Figure below shows the calibration results for CDF of gNB-UE coupling loss (two curves as two options described above), inter-gNB coupling loss and inter-UE coupling loss. Please note that we compute coupling “loss” which are positive values. And also note that we cannot compare the different CDF curves with different levels/number of aggregated data points and different beam pairs and links per curve as described above and this is only for calibration purpose. 
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Figure 3‑2 FR2-1 Calibration Results
SBFD Performance evaluation
FR1 Performance Evaluation
In this section, we show the SBFD evaluation results for FR1 Macro and Indoor deployment. Detailed system assumptions are listed in Table 7. In the following section, the plots capture the downlink and uplink performances. Performance metrics are DL/UL UPT and latency. The legends “SBFD Opt 1” corresponds to Antenna configuration of SBFD Option1. “W/O CLI” and “With CLI” correspond to “without crosslink model” and “with inter-gNB and inter-UE cross link model” respectively. “W/O CLI” already accounts for self-interference.
In case of Downlink User Perceived Throughput (UPT), gNB CLI would be contributor for loss in performance captured in “WithCLI”. UE CLI will not affect the downlink performance. Similarly, in Uplink UPT, UE CLI would be contributor for loss in performance captured in “WithCLI” and gNBCLI will not have any effect on it.
Indoor Office Deployment  
Figure 3‑3 and Figure 3‑4 show the downlink UPT and uplink UPT respectively. In each figure, the performance of SBFD using option 1 and option 2 is compared against baseline TDD. 
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[bookmark: _Ref111136980]Figure 3‑3 Downlink User Perceived Throughput (Median)
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[bookmark: _Ref111136982]Figure 3‑4 Uplink User Perceived Throughput (Median)

Downlink Perceived throughput of TDD is better than SBFD because SBFD has half the total number of antenna ports for DL transmission which may cause up to 6 dB performance loss as compared to TDD. Option 2 uses antenna size same as TDD for serving downlink. But it is twice as large as compared to option1. The increase in the downlink perceived throughput in downlink reflects the gain as compared to option1.
SBFD option2 exhibits more gain as compared to static TDD because there is a downlink portion of bandwidth in every slot, whereas in TDD (DDDU) pattern is followed. There is downlink blocking in the U slot which accounts for the reduction in perceived throughput. 
Observation 10: DL perceived throughput of SBFD InH Option1 is lower than TDD. However, SBFD InH option 2 outperforms TDD due to increases antenna size and reduced blocking (reduced downlink duty cycle in SBFD)
The downlink transmission to a UE is expected to be hindered by a neighboring uplink UE in dense Indoor deployment. Since the coupling loss in UE-UE links are lower than gNB-UE links. But the downlink is not affected by the neighboring uplink UEs because the UEs are transmitting with very low power, due to transmit power control. UE cross link could be a problem in a heterogeneous layout, where one of two indoor UEs could connect to a macro while the other connecting to the InH. The UE connected to macro operating at high transmit power could cause interference to the downlink reception of the adjacent UE.
Observation 11: UE cross link did not impact the dense indoor layout due to the transmit power control.
For the UL performance, the Impact of the inter-gNB cross link interference is very low because the InH nodes are ceiling mounted, their antennas are pointing towards the ground. Such a layout avoids the LOS condition between any pair of gNBs. Hence higher coupling loss between gNBs. Also, lower Transmit power at the InH adds to the effect of lower cross link. 
Observation 12:  Inter-gNB cross link interference has minimal impact on the uplink SBFD performance. The impact is very low due to InH nodes being ceiling mounted and their antennas are facing downwards.
In addition, it can be observed that the uplink performance of SBFD is not affected by self-interference since the isolation between Tx and RX is assumed to be 135 dB (90 dB of panel isolation and NLIC + frequency isolation 45 dB). But when the clutter is modelled the isolation would be reduced and the impact on DL could be observed. 
Observation 13: Considering the large spatial isolation and low Tx power for InH, the self-interference is not a problem for uplink reception. However, this is based on clutter modeling which may cause a significant impact on UL.
Observation 14: Clutter modelling is essential for realistic outcome of SBFD evaluation. 

Urban Macro Deployment
In this section, we discuss initial performance evaluation for the subband full duplex deployment in urban macro scenario. In this setup, the system simulations setup is summarized in Table 7. The baseline scenario is TDD deployment with DDDU slot format while all slots are full duplex slots for the SBFD deployment. The subband full duplex is divided in to two DL subband with 102 RBs each and one center UL subband of 56RBs with 6 RBs guard at each side as explained in Figure 3‑5. For the SBFD, both intra-gNB self-interference and inter-gNB self-interference were modelled following the description in section 0 and section 1.1.1 respectively. The BS has Tx power of 45 dBm over the 100 MHz system BW.


[bookmark: _Ref102124034]Figure 3‑5 UL and DL subbands configuration
UMa system level evaluation is performed under two different loads. Medium Load with resource utilization of 20-30% and High Load with resource utilization of 40-50%.  The Evaluation is targeted to observe the change in UPT gain of SBFD with respect to the load. Also, to derive insights in terms of coverage improvements/losses. In this analysis, we evaluate the impact of inter-gNB CLI on both DL and UL performance in terms of DL and UL User perceived throughput and UL transfer time. It is worth mentioning, no solutions for handling inter-gNB CLI were modelled in this system evaluation. 
High load scenario
 [image: ]
[bookmark: _Ref111195461][bookmark: _Ref111057727][bookmark: _Ref111057082]Figure 3‑6 Downlink User Perceived Throughput (Median): High Load Scenario
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[bookmark: _Ref111195916]Figure 3‑7 Uplink User Perceived Throughput (Median): High Load Scenario
In Figure 3‑6, Similar to InH, there is difference in the downlink UPT between option 1 and option 2 “Without Cross Link” due to change in the antenna panel size. Unlike InH, “With CLI” in UMa layout experiences additional losses in both option1 and option2. The additional losses arise because of the UE cross link Interference.  A downlink UE experiences a high cross link interference from a neighboring uplink UE transmitting at higher power. 
Observation 15: Like InH, SBFD Option 1 experiences lower downlink UPT as compared to TDD in UMa Layout, due to reduction in the antenna size
Observation 16: Option 2 “without inter-UE CLI” case exhibits similar DL UPT of TDD for a fraction of UEs, and outperforms TDD for the rest of the UEs because of downlink Duty cycle improvement.
Observation 17: In SBFD Option1 and Option2 “With inter-UE CLI”, degradation in downlink UPT is observed compared to case “w/o inter-UE CLI”
Figure 3‑7 captures the uplink UPT for SBFD and baseline TDD. SBFD “Without CLI” provides higher UPT as compared to TDD because of improved duty cycle in the uplink. It also experiences lower outage because in SBFD “Without CLI” the cell edge UEs get lesser uplink resource in every slot, so they can operate on full power to transmit their uplink packets. Whereas in TDD the UE gets large uplink resources once in 4 slots, which makes them power limited to transmit the packets. SBFD Option 2 “Without CLI” is better than SBFD Option1 “Without CLI” due to the higher antenna gain in the uplink. Both Option1 and Option2 suffer from gNB cross link interference in the uplink reception.
To further understand the observations, Figure 3‑8 captures the Median Uplink Interference Over Thermal (IoT) under high load. The total IoT here refers to the sum of Interference from Intra-gNB (self-interference), Inter-gNB (cross link interference) and Interference from other uplink users. The figure also captures the individual component Inter-gNB IoT, which is the Interference from Inter-gNB CLI. The tail of the total IoT distribution is driven by the Inter-gNB (which is the biggest component). Option 2 experiences lower Inter-gNB IoT as compared to Option1 because, Option 2 has more flexibility to steer the beams in elevation due to large degree of freedom in elevation. This lowers the chances of beams directed to the neighboring gNBs.
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[bookmark: _Ref111199018]Figure 3‑8: Uplink Interference Over Thermal (Median): High Load
Observation 18: SBFD “Without CLI” observes gain in the uplink UPT as compared to TDD because of uplink duty cycle improvement. 
Observation 19: Option 2 combats the uplink outage as compared to Option1 in High Load because of the antenna gain. Option 2 experiences lower gNB cross link interference as compared to Option1 because of increased flexibility to steer the aggressor gNB beams in the elevation.
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[bookmark: _Ref111196391]Figure 3‑9 gNB-UE Coupling Loss vs Transfer Time (Median): High Load Scenario
Figure 3‑9 captures the coupling loss (CL) vs Uplink transfer time. This figure can be used as a metric to evaluate the UL coverage gain.  Without considering the inter-gNB CLI, SBFD option1 and option 2 show 4-5 dB coverage gain compared to TDD. With inter-gNB CLI modeling, it was observed that some UEs with good coverage (lower coupling loss) are experiencing higher uplink transfer time as their UL signal is aligned with the direction of other gNB CLI as shown in the figure below.


Observation 20: Without considering inter-gNB CLI, up to 5dB of coverage gain of SBFD is observed compared to TDD. However, with modeling inter-gNB CLI, the UL reception of some UEs are impacted when it is aligned with the inter-gNB CLI. Further inter-gNB CLI mitigation is beneficial to protect UL reception of these UEs. 
Medium load scenario
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[bookmark: _Ref111197408]Figure 3‑10 Downlink User Perceived Throughput (Median): Medium Load Scenario
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[bookmark: _Ref111197409]Figure 3‑11 Uplink User Perceived Throughput (Median) : Medium Load Scenario

Similarly, Figure 3‑10 and Figure 3‑11 show the UL/DL UPT comparing SBFD options 1 and 2 to baseline static TDD for medium load scenario. Most of the observations are almost similar to high-load scenario. However, unlike high load where the tail users are experiencing outage, medium load sustains both uplink and downlink transmission. In case of high load, the network reaches 40-50%, in case of medium load it stays at 20-30%.
Observation 21: The impact of inter-gNB and inter-CLI scales with the traffic load.
Observation 22: The UL outage is reduced with lower traffic load.

[bookmark: _Ref118472775]FR2 Performance Evaluation
FR2 Updated Performance Evaluation – subband non-overlapping full duplex and dynamic TDD
Simulation Setup – subband non-overlapping full duplex and dynamic TDD
In this section, we will provide updated SLS evaluation results for FR2. We will include both subband non-overlapping full duplex and dynamic TDD updated results in this section, and we will compare with baseline TDD half-duplex SU-MIMO. The updates are based on the agreements of RAN1 #110 for agenda 9.3.1. 
We will focus our updated performance evaluation results on deployment case 1 (non-coexistence case with single SBFD subband configuration): One single operator using one single carrier is considered. All the cells belonging to the operator use SBFD operation with the same SBFD subband configuration. 
We will describe the new updates in our SLS evaluation results below based on RAN1 #110 agreement, including:
· Simulate both scenarios for dense urban macro layer (ISD 200m) and InH. 100% outdoor UEs for dense urban macro layer and 100% indoor UEs for InH are simulated.
· Simulate different packet size options based on RAN1 #110 agreement: 1) 1KB for DL/UL, 2) 0.1Mbytes for DL/UL, 3) 0.5Mbytes for DL/UL, 4) 2Mbytes for DL/UL, 5) 4Kbytes for DL and 1Kbyte for UL, and 6) 0.5Mbyte for DL and 0.125 Mbytes for UL. Among those, 1)-4) belong to option 1 with symmetric packet size and 5)-6) belong to option 2 with asymmetric packet size of the agreement. We selected two representative simulation results to show in this section (one for small packet size and one for relatively large packet size).
· Simulate different UL and DL traffic loading levels based on RAN1 #110 agreement: 1) low UL/DL RU ([<10%]), 2) medium UL/DL RU ([20%-30%]), and 3) high UL/DL RU ([~50%]). We included different loading level results in this section.
· Modify LOS probability of gNB-gNB channel, for Macro-gNB-to-Macro-gNB case, if the 2D distance between two Macro gNBs are less than or equal to the ISD (200m for Dense Urban, and 500m for Urban Macro), set the LOS probability to X=0.75; Otherwise, reuse gNB-to-UE LOS probability equation in TR 38.901.
· Tx power is set to 40 dBm for 100 MHz bandwidth.
· For UPT related performance metrics for FTP model, unfinished FTP packets are incorporated in the UPT calculation and the number of served bits (possibly zero) of an unfinished FTP packet by the end of the simulation is divided by the served time (simulation end time – file arrival time). Also consider zero bit for dropped FTP packets. 
· Type-2 RU definition (calculated per link direction) is used.
· In-band Inter-gNB and Inter-UE CLI is implemented for dynamic TDD scenarios, and we will discuss the CLI impact based on our updated results.

There are some configurations which are same as our previous results, including:
· In our simulation, each UE is either assigned UL traffic or DL traffic which is option 1 in the agreement.
· The results are based on the SBFD subband configuration with {DUD} pattern, which means one SBFD slot consists of one UL subband at the center of the channel bandwidth and two DL subbands at two sides of the channel bandwidth.
· We used Alt 4 of slot format in the simulation (strive for the same UL/DL resource ratio between Legacy TDD and SBFD): 
· Legacy TDD: Static TDD UL/DL configuration with {DDDSU}, where S=[12D:2G:0U]
· SBFD: Frame structure#3 (XXXXX), where X denotes a SBFD slot. In time domain, SBFD UL subband spans all the symbols in a SBFD slot. In frequency domain, SBFD UL subband is about [20%] of the channel bandwidth.
· Dynamic TDD: Frame structure {FFFFF}.
· Dynamic TDD scheduling strategy is strived as below:
· Prioritizes DL only if only DL traffic is available
· Prioritizes UL only if only UL traffic is available
· Converges to legacy TDD ratio (e.g. 4:1) over the short time window if both DL and UL traffics are available to be scheduled to schedule DL or UL for fairness.
· In addition, for evaluation and comparison between SBFD and legacy TDD, regarding antenna elements, two options have been agreed for use.
· Opt 1: The total number of antenna elements of the antenna array for SBFD is the same as the total number of antenna elements of the antenna array for legacy TDD.
· Opt 2: The total number of antenna elements of the antenna array for SBFD is two times of the total number of antenna elements of the antenna array for legacy TDD.
· We used both options in our simulation and compare the performance results of both options applied to SBFD. 
· Inter-subband CLI and frequency isolation in subband non-overlapping full duplex is not implemented/modelled in this initial set of performance evaluation results. No guard band in the current simulation results. We will provide the updated results with inter-subband CLI in next RAN1 meeting.
· The UE antenna configuration is 2x2 antenna elements. The base station analog beam codebook used for initial performance evaluation is provided in Table 4 and corresponding base station composite codebook is provided same as before in Figure 3‑27 for half duplex SU-MIMO, half duplex MU-MIMO, and full duplex modes. Note that, given the analog beamforming constraint of FR2, we use one UE per TTI scheduling each for DL and UL.

Dense Urban Macro Layer Performance Evaluation – subband non-overlapping full duplex and dynamic TDD
UL/DL UPT Results – subband non-overlapping full duplex and dynamic TDD
Performance gains of SBFD are heavily dependent on file sizes. A couple of scenarios showed the favorable and non-favorable operating points for SBFD for DL and UL performance. Figure 3‑12 shows dense urban macro layer uplink median UE UPT performance results for low load (9% loading for left figure), medium load (26% loading for middle figure) and high load (52% for right figure) scenarios with smaller file size – DL 4KB and UL 1KB. We can observe that:
Observation 23: For dense urban macro layer uplink median UE UPT performance with small file size:
· For SBFD with small file size, the system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in perceived throughput with SBFD over legacy TDD, for all loading levels; both antenna configuration options can achieve good performance gain in terms of UL UPT with small file size (option 2 with double antenna elements outperforms option 1 as expected). This is because duty cycle in SBFD is 100% (i.e., every slot has DL and UL resources), as compared to TDD where DL duty cycle is 80% and UL duty cycle is 20%.  Note that legacy TDD uses DDDSU, where UL opportunity is once in 5 slots only.
· For dynamic TDD with small file size, the system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in perceived throughput with dynamic TDD over legacy TDD, for low and medium loading levels. Traffic loading is a key factor for dynamic TDD scenario, and in high load scenario, dynamic TDD performance starts to decade especially for low throughput UEs. 
· SBFD outperforms dynamic TDD with small file size - especially in high load scenario.

In addition, to further explain the reason of SBFD uplink performing not as good as dynamic TDD only in the low load tail UEs (left figure) – the rest of regions and loadings, SBFD outperforms dynamic TDD as stated above:
· Below some load e.g. for low load (9% loading for left figure), dynamic TDD benefits by picking the right direction (DL/UL) and consequently allocate 100% of the resources for that direction.
· SBFD on the other hand uses only 20% of resources for uplink. If the packet is short enough to fit into e.g. one slot, then the performance is expected to be the same.
· However, for tail UEs (in left figure), the MCS for dense urban macro may have to be lower and the packet may not exactly fit into Q slots. It may take e.g., Q+1 for SBFD because SBFD has less resources than dynamic TDD, while dynamic TDD may finish in Q slots for those tail UEs. With this small file sizes, it is likely that Q = 1. This explains that why the tail UE UPT in low load left figure of dynamic TDD is slightly better than SBFD (the rest of regions SBFD still better than dynamic TDD).
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[bookmark: _Ref115439487]Figure 3‑12 Uplink User Perceived Throughput (Median): Low Load (left), Medium Load (middle) and High Load (right) Scenarios with small file size – dense urban macro.
Figure 3‑13 shows dense urban macro layer downlink median UE UPT performance results for low load (5% loading for left figure), medium load (25% loading for middle figure) and high load (50% for right figure) scenarios with smaller file size – DL 4KB and UL 1KB. We can observe that:
Observation 24: For dense urban macro layer downlink median UE UPT performance with small file size:
· For SBFD with small file size, the system serves latency driven traffic more than throughput driven traffic; therefore, gains could be seen in perceived throughput with SBFD over legacy TDD; both antenna configuration options can achieve good performance gain in terms of DL UPT with small file size (option 2 with double antenna elements outperforms option 1 as expected). Similar trend maintains for DL performance as UL; however, DL occupies ~80% of the resources, the exact operating points could be different.
· For dynamic TDD with small file size, the system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in perceived throughput with dynamic TDD over legacy TDD, for low and medium loading levels. In high load scenario, dynamic TDD does not show performance gain anymore over legacy TDD, which is as expected that with high loading level, dynamic scheduling of direction could not help with system performance.
· SBFD outperforms dynamic TDD with small file size in all loading level scenarios, and more gain can be seen in high load scenario.
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[bookmark: _Ref115439648]Figure 3‑13 Downlink User Perceived Throughput (Median): Low Load (left), Medium Load (middle) and High Load (right) Scenarios with small file size – dense urban macro.

Figure 3‑14 shows dense urban macro layer uplink median UE UPT performance results for low load (4% loading for left figure), medium load (21% loading for middle figure) and high load (53% for right figure) scenarios with larger file size – DL 500KB and UL 500KB. We can observe that:
Observation 25: For dense urban macro layer uplink median UE UPT performance with large file size:
· For SBFD with large file size, the system serves throughput driven traffic; SBFD achieves similar performance as legacy TDD.
· For dynamic TDD with large file size, the system serves throughput driven traffic; therefore, significant gains could be seen in perceived throughput with dynamic TDD over legacy TDD, especially for low and medium loading levels. Traffic loading is a key factor for dynamic TDD scenario, and in high load scenario, dynamic TDD performance starts to decade especially for low throughput UEs, but still outperforms legacy TDD. 
· Dynamic TDD outperforms SBFD and legacy TDD for larger file size.
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[bookmark: _Ref115439709]Figure 3‑14 Uplink User Perceived Throughput (Median): Low Load (left), Medium Load (middle) and High Load (right) Scenarios with large file size – dense urban macro.
Figure 3‑15 shows dense urban macro layer downlink median UE UPT performance results for low load (8% loading for left figure), medium load (27% loading for middle figure) and high load (51% for right figure) scenarios with larger file size – DL 500KB and UL 500KB. We can observe that:
Observation 26: For dense urban macro layer downlink median UE UPT performance with large file size:
· For SBFD with large file size, the system serves throughput driven traffic; SBFD achieves similar performance as legacy TDD.
· For dynamic TDD with large file size, the system serves throughput driven traffic; therefore, significant gains could be seen in perceived throughput with dynamic TDD over legacy TDD, for all loading levels. 
· Dynamic TDD outperforms SBFD and legacy TDD for larger file size.
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[bookmark: _Ref115439757]Figure 3‑15 Downlink User Perceived Throughput (Median): Low Load (left), Medium Load (middle) and High Load (right) Scenarios with large file size – dense urban macro.

Inter-gNB CLI Results – Dynamic TDD
In-band Inter-gNB and Inter-UE CLI modelling are implemented for dynamic TDD scenarios, and inter-gNB CLI in dense urban macro layer scenario does show significant impact on UL performance especially with the updated LOS probability of gNB-gNB channel based on the RAN1 #110 agreement. 
Below figure shows an example of dense urban macro layer uplink median UE UPT performance results for low load (4% loading for left figure), medium load (21% loading for middle figure) and high load (53% for right figure) scenarios with larger file size – DL 500KB and UL 500KB. The two sets of colored curves represent dynamic TDD UL UPT performance with inter-gNB CLI and without inter-gNB CLI. We can observe the performance degradation due to inter-gNB CLI for all low, medium and high loading levels. However, resources benefit of dynamic TDD still dominate the performance compared with inter-gNB CLI – this is the reason why dynamic TDD still outperforms SBFD and legacy TDD for larger file size considering inter-gNB CLI as shown in  Figure 3‑14 in previous section.
Observation 27: For dense urban macro layer uplink median UE UPT performance, the performance degrades due to inter-gNB CLI for all low, medium, and high loading levels. However, resources benefit of dynamic TDD still dominate the performance compared with inter-gNB CLI – this is the reason why dynamic TDD still outperforms SBFD and legacy TDD for larger file size considering inter-gNB CLI.
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Figure 3‑16 Dynamic TDD Uplink User Perceived Throughput (Median) with and without inter-gNB CLI impact – dense urban macro.
InH Performance Evaluation – subband non-overlapping full duplex and dynamic TDD
In this section, we include updated InH performance results with a couple of scenarios showed the favorable and non-favorable operating points for SBFD for DL and UL performance. Figure 3‑17 shows InH uplink median UE UPT performance results for low load (8% loading for left figure), medium load (28% loading for middle figure) and high load (71% for right figure) scenarios with smaller file size – DL 4KB and UL 1KB. We can observe that:
Observation 28: For InH uplink median UE UPT performance with small file size:
· For SBFD with small file size, similar to dense urban macro scenario, significant gains could be seen in perceived throughput with SBFD over legacy TDD, for all loading levels; both antenna configuration options can achieve good performance gain in terms of UL UPT with small file size (option 2 with double antenna elements outperforms option 1 as expected). 
· For dynamic TDD with small file size, similar to dense urban macro scenario, significant gains could be seen in perceived throughput with dynamic TDD over legacy TDD, for all loading levels. Traffic loading is a key factor for dynamic TDD scenario, and in high load scenario, dynamic TDD still outperforms legacy TDD, but the percentage of gain decreases compared with low and medium loads. 
· SBFD outperforms dynamic TDD with small file size - especially in high load scenario.
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[bookmark: _Ref115439854]Figure 3‑17 Uplink User Perceived Throughput (Median): Low Load (left), Medium Load (middle) and High Load (right) Scenarios with small file size – InH.
Figure 3‑18 shows InH downlink median UE UPT performance results for low load (7% loading for left figure), medium load (25% loading for middle figure) and high load (56% for right figure) scenarios with smaller file size – DL 4KB and UL 1KB. We can observe that:
Observation 29: For InH downlink median UE UPT performance with small file size:
· For SBFD with small file size, similar to dense urban macro scenario, gains could be seen in perceived throughput with SBFD over legacy TDD; both antenna configuration options can achieve good performance gain in terms of DL UPT with small file size (option 2 with double antenna elements outperforms option 1 as expected).
· For dynamic TDD with small file size, similar to dense urban macro scenario, gains could be seen in perceived throughput with dynamic TDD over legacy TDD, for low and medium loading levels. In high load scenario, dynamic TDD does not show performance gain anymore over legacy TDD.
· SBFD outperforms dynamic TDD in all loading level scenarios with small file size, and more gain can be seen in high load scenario over dynamic TDD.
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[bookmark: _Ref115439877]Figure 3‑18 Downlink User Perceived Throughput (Median): Low Load (left), Medium Load (middle) and High Load (right) Scenarios with small file size – InH.
Figure 3‑19 shows InH uplink median UE UPT performance results for low load (8% loading for left figure), medium load (26% loading for middle figure) and high load (45% for right figure) scenarios with larger file size – DL 500KB and UL 500KB. We can observe that:
Observation 30: For InH uplink median UE UPT performance with large file size:
· For SBFD with large file size, the system serves throughput driven traffic; SBFD achieves similar performance as legacy TDD.
· For dynamic TDD with large file size, the system serves throughput driven traffic; therefore, significant gains could be seen in perceived throughput with dynamic TDD over legacy TDD, for all loading levels. 
· Dynamic TDD outperforms SBFD and legacy TDD for larger file size.
· No LOS probability change on InH inter-gNB channel model and for dynamic TDD, less impact on inter-gNB CLI on InH UL UPT compared with dense urban macro layer.
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[bookmark: _Ref115439893]Figure 3‑19 Uplink User Perceived Throughput (Median): Low Load (left), Medium Load (middle) and High Load (right) Scenarios with large file size – InH.
Figure 3‑20 shows InH downlink median UE UPT performance results for low load (7% loading for left figure), medium load (24% loading for middle figure) and high load (50% for right figure) scenarios with larger file size – DL 500KB and UL 500KB. We can observe that:
Observation 31: For InH downlink median UE UPT performance with large file size:
· For SBFD with large file size, the system serves throughput driven traffic; SBFD with antenna configuration option 2 achieves similar performance as legacy TDD.
· For dynamic TDD with large file size, gains could be seen in perceived throughput over legacy TDD, for all loading levels. 
· Dynamic TDD outperforms SBFD and legacy TDD for larger file size.
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[bookmark: _Ref115439915]Figure 3‑20 Downlink User Perceived Throughput (Median): Low Load (left), Medium Load (middle) and High Load (right) Scenarios with large file size – InH.


Dynamic TDD Performance Evaluation
FR1 Initial Performance Evaluation
To enable dynamic TDD in FR1 macro cell deployment with flexile adaptation of slot format based on traffic, we considered subband half-duplex (SBHD) deployment. In asynchronous slots, where gNBs have different traffic direction, the frequency resources of this slot could be split into DL subband and UL subband as show in . This subband split provides frequency isolation between aggressor and victim gNBs with help to mitigate inter-gNB CLI.




Figure 3‑21: subband isolation to enable dynamic TDD
To evaluate the potential enhancement of dynamic TDD by deploying subband half-duplex operation, system level evaluation study was conducted where all slots are assumed to be flexible subband and cells can either adopt DL subband or UL subband based on traffic direction. In this study, an example of two cells deploying SBHD is shown in .  The complete SLS assumptions for the SBHD deployment and baseline TDD are summarized in Table 6 at the appendix. 
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Figure 3‑22: SBHD for enabling dynamic TDD

 shows the UL median UL transfer time for Dynamic-TDD using SBHD and legacy synchronized fixed TDD pattern. Up to 5 dB improvement in UL coverage is observed over TDD. This is due to more UL UL TX opportunities for cell-edge UEs that reduces UL blocking delay and improves UL coverage. 
Observation 32: Dynamic TDD based on SBHD deployment improves UL coverage as compared to static TDD due to more frequent UL Tx opportunities and UL blocking reduction. 
[image: ]~5 dB coverage improvement

Figure 3‑23 UL transfer time for SBHD vs TDD

 shows the median DL transfer time of dynamic-TDD using SBHD and static TDD. The impact on DL performance is not significant. 
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Figure 3‑24 Median DL transfer time
Observation 33: At least for FR1, Dynamic TDD based on SBHD deployment improves has no significant loss on DL performance as compared to static TDD for small packet transmission. 
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Figure 3‑25 Median UL UPT
Observation 34: Dynamic TDD based SBHD improvs UL User Perceived Throughput by 48% as compared to static TDD by increasing UL duty cycle

FR2 Updated Performance Evaluation 
We provide updated performance evaluation results for FR2 for dynamic TDD in section 3.2.2. The updated dynamic TDD results are compared with legacy TDD and SBFD in section 3.2.2. 

FR2 fully overlapping full duplex
Initial performance evaluation results are provided for FR2. In this set of performance results, fully overlapping DL and UL band configuration for full duplex is used in the simulation setup. We provide fully overlapping full duplex performance results compared with baseline TDD half-duplex SU-MIMO and half-duplex MU-MIMO results. The flat fading self-interference model with a range of self-interference isolation values is used in the initial performance evaluation. Inter-UE CLI and inter-gNB CLI are both simulated with reusing the models in TR 38.901. The base station antenna array has the same number of total antenna elements for half duplex SU-MIMO, half duplex MU-MIMO and full duplex modes, as illustrated in Figure 3‑26.
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[bookmark: _Ref102055375][bookmark: _Ref102055370]Figure 3‑26 base-station antenna panels configuration in TDD SU-MIMO, MU-MIMO and FD modes
The main simulation parameters for initial performance evaluation of UMi deployment scenario are provided in Table 5 in the appendix. For dense urban deployment scenario for FR2, the base station analog beam codebook used for initial performance evaluation is provided in Table 4 and corresponding base station composite codebook is provided in Figure 2-30 for half duplex SU-MIMO, half duplex MU-MIMO and full duplex modes.
[bookmark: _Ref102055480]Table 4 UMi base station analog beams in TDD SU-MIMO, MU-MIMO and FD modes for FR2
	
	Azimuth Angles
	Elevation Angles

	32x8 – for HD-SU

	-60̊ to 60˚, at 5.6˚ separation
	101˚ to 146˚, at 22.5˚ separation

	32x4 – for FD and HD-MU

	-60̊ to 60˚, at 5.6˚ separation
	112.5˚ and 135˚, at 22.5˚ separation
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[bookmark: _Ref102055528]Figure 3‑27 base-station analog beam codebook in TDD SU-MIMO, MU-MIMO and FD modes
Figure 2-31 shows the downlink user perceived throughput (UPT) results with low load bursty traffic for baseline half-duplex SU-MIMO, half-duplex MU-MIMO and full duplex modes. For full duplex simulations, different curves represent different simulation runs with different parameterized values of self-interference isolation.
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Figure 3‑28 DL UPT with low load for TDD SU-MIMO, MU-MIMO and FD modes

The DL performance is impacted by UE-UE CLI and gNB-UE interference in a direct sense. Self-interference on the other hand increases UL load, consequently affecting DL performance via increase CLI hence causing an indirect impact.
Observation 35: The downlink perceived throughput for low load bursty traffic has ~2.6x performance gains compared with half duplex SU on the median DL UPT and ~2x performance gains compared with half duplex MU on the median DL UPT. The gains are largely a product of increased time domain resources and reduced transmission latencies enabled by full duplex. 
Observation 36: The downlink perceived throughput for low load bursty traffic could achieve better performance with 110 dB or better self-interference isolation value with good isolation.  
Figure 2-32 shows the downlink user perceived throughput (UPT) results with high load bursty traffic for baseline half-duplex SU-MIMO, half-duplex MU-MIMO and full duplex modes. For full duplex simulations, different curves represent different simulation runs with different configured self-interference isolation values.
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Figure 3‑29 DL UPT with high load for TDD SU-MIMO, MU-MIMO and FD modes
Observation 37: The downlink perceived throughput for high load bursty traffic has ~3.6x performance gains compared with half duplex SU on the median DL UPT and ~1.6x performance gains compared with half duplex MU on the median DL UPT. The sources of gain include the increased time domain resources (slot format of DDDDUUUU is used for baseline TDD half-duplex simulations) as well as decreased latencies due to slot format flexibility of full duplex. Larger performance gains are observed over baseline half duplex SU at high load system. 
Observation 38: The downlink perceived throughput for high load bursty traffic could achieve better performance with 110 dB or better self-interference isolation value with good isolation.  
Observation 39: Full duplex will improve the DL perceived throughput for both low load and high load systems and larger gains can be achieved at high loads.  
Observation 40: Better isolation at the base station for full duplex mode can boost the downlink performance gain.
Figure 2-33 shows the uplink user perceived throughput (UPT) results with low load bursty traffic for baseline half-duplex SU-MIMO, half-duplex MU-MIMO and full duplex modes. For full duplex simulations, different curves represent different simulation runs with different configured self-interference isolation values.
[image: Chart

Description automatically generated]
Figure 3‑30 UL UPT with low load for TDD SU-MIMO, MU-MIMO and FD modes

UL performance is directly affected by gNB-gNB CLI, UE-gNB and self-interference. Self-interference impacts UL directly at the gNB Rx.
Observation 41: The uplink perceived throughput for low load bursty traffic has ~2x performance gains compared with half duplex SU on the median DL UPT. The main sources of gain are the increased (2x) time domain resources as well as the slot format flexibility offered by full duplex (DDDDUUUU is used for baseline TDD half-duplex simulations).
Observation 42: Compared to DL, where the self-interference impact is indirect, UL is more sensitive to self-interference and isolation of 120 dB is needed to achieve ideal full duplex performance.  
Observation 43: MU performance is limited at low loads by the availability of UEs to schedule (dynamic) while the SINR cost/loss is fixed due to half the array gain.  
Figure 2-34 shows the uplink user perceived throughput (UPT) results with high load bursty traffic for baseline half-duplex SU-MIMO, half-duplex MU-MIMO and full duplex modes. For full duplex simulations, different curves represent different simulation runs with different configured self-interference isolation values.
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Figure 3‑31 UL UPT with high load for TDD SU-MIMO, MU-MIMO and FD modes

Observation 44: There are similar observations for the uplink perceived throughput for high load bursty traffic. Larger performance gains are observed over baseline half duplex SU at high loads. 
Observation 45: Full duplex will improve the UL perceived throughput for both low load and high load systems and larger gains can be achieved in high load system.  
Observation 46: UL is more sensitive to self-interference and better isolation is needed to achieve ideal full duplex performance.
To summarize the initial performance evaluation for fully overlapping full duplex for FR2:
Observation 47: gNB full duplex yields different types of advantages over half duplex
· Among them, the lower latency benefit from dynamic TDD (facilitated by full duplex) is a dominant source of gain especially at low loads 
· Spatial (DL-UL) multiplexing benefits are clearly seen at both low and high loads, although the percentage of true FD slots is limited
· Larger gain at high loads is observed due to queuing delays incurred by the baseline
· It is critical to limit self-interference to preserve full duplex gains

Observation 48: The current performance results are based on fully overlapping full duplex. Subband full duplex results and also updated fully overlapping full duplex results will be provided next time.  
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In summary, we have the following proposals for the evolution of NR duplex operation.
Proposal 1: Remove the square bracket on the cluster size.  
Proposal 2: Revise the early RAN1 agreement with the updates below:
· UEs dropped outside the UE cluster(s) are outdoor pedestrian UE with 3km/h

Proposal 3: Support 100% outdoor UE locations to evaluate outdoor scenarios for FR2 as baseline. 
Proposal 4: For FR2, support to add UE clustering as an option for outdoor scenario evaluation. 
· 100% outdoor UE locations but with UE clustering
· UE clustering is performed by dropping a single cluster (X =1) or two clusters (X=2) within each dense urban macro cell geographical area where number of UEs per macro TRP is 10 (M=10) 
· The cluster size R = 15 m or 20 m
· Dmacro-to-cluster = 35m+R, Dinter-cluster = 2R m
· When UE assigned fixed traffic direction, half of the UE are assigned DL and other half are assigned UL. 

Proposal 5: For InH, support ceiling mounted TRP deployment with Boresight direction is perpendicular to the ceiling and layout parameters in Table 1.
· TRPs placement using open office layout in Table 7.2-2 in TR38.901

Proposal 6: For HetNet, support UMa hexagonal grid of 7 macro sites and three sectors per site (ISD = 500m). 
· one InH layout is dropped randomly per macro cell with 3 TRPs per InH. 
· The Indoor office is assumed single floor of size 120m x 50m x 3m with 3-site deployment.
· Serving cell determination for Indoor and outdoor UE based on best cell RSRP. 
· 30 UEs are uniformly and randomly dropped within the indoor office with UE height 1.5 m.
· 10 UEs are uniformly and randomly dropped within each macro cell area (20% indoor and 80% outdoor).
· When option-1 traffic is used 20UEs are dropped with 10 UE assigned DL and 10 assigned UL.
· The outdoor UEs are considered outside the dropped InH.
· UE-to-UE minimum distance is 1m.

Proposal 7: For Deployment case 4, Urban Macro (FR1) and Dense Urban Macro layer (FR2-1) deployment are considered as baseline for the study of adjacent channel coexistence between SBFD and static TDD operator. 
· Further discussion on additional scenarios of Indoor hotspot and Dense urban Micro layer scenarios.

Proposal 8: For Deployment case 4, UE clustering is considered as baseline for UE dropping. The clusters center for first operator clusters is the same as second operator.
Proposal 9: Support SLS as main tool for the evaluation of subband full duplex study. 
· LLS could be additionally used for the study of inter-UE CLI.

Proposal 10: For subband full duplex evaluation scenario, support SBFD slot utilization as additional metric.
Proposal 11: Coverage metric using SLS evaluation to accurately account for inter-gNB CLI.
Proposal 12: For performance comparison between baseline legacy TDD network and SBFD Deployment Case 3-2, layer-1 is based on static TDD configuration of ‘DDDSU’ and layer-2 is configured with SBFD Alt-4 frame structure.
Proposal 13: For FR2, for legacy TDD deployment scenario and subband full duplex deployment scenario, 
· Support periodic reserved DL-only slots and UL-only slots for common control channels
· E.g. 20 slots per 20 ms for SSB, 20 slots per 160 ms for PRACH

Proposal 14: For subband full duplex deployment scenario, simplified statistical clutter modelling can be considered based on statistics of cluster power and AoA. 
Proposal 15: For subband full duplex deployment scenario, simplified statistical clutter modelling shall be intra-serving-gNB model and shall have no impact on other gNBs and UEs in the network.
Proposal 16: For inter-site inter-SB CLI modelling, RAN1 to consider ACLR modelling for gNB Tx leakage and ACS for receiver impairment at Rx gNB. FFS: values for ACLR and ACS
Proposal 17: At least for wideband digital precoding, the same precoder W is used for the leakage component. 
· FFS: subband precoding. 

Proposal 18:   is modeled as frequency flat component across all the RBs of the UL subband. The value of  depends on the power of the blocker interference across the DL subband(s) and gNB ACS.
·  is modeled as frequency flat component that depends on the power of the blocker interference   and the gNB ACS,  where 
Proposal 19: RAN1 to consider same method log of self-interference (RSI) to model co-site inter-gNB CLI with different parameters of spatial isolation. 
· The spatial isolations between the sectors in one site could be better than self-interference spatial isolation as the sectors are further apart, have different direction and possibility of improved site isolation (e.g. in-between sectors).  

Proposal 20: For co-site inter-sector gNB-gNB CLI modeling, the leakage interference in victim gNB receiver is modeled as fixed value.
· The leakage power is given by 
· In SLS, the leakage in UL subband can be modeled as gaussian noise with zero mean and power 
· The co-site spatial isolation for FR1 and FR2 is given in the table below
· FFS: digital IC capability depending on advanced gNB capability and Energy savings trade-off

	Parameter
	FR1
	FR2

	Spatial isolation
	100 dBc
	100 dBc

	Frequency isolation
	45 dBc
	28 dBc



Proposal 21: RAN1 to consider an equivalent simpler model for UE Tx leakage modelling based on RAN4 worst-case IBE requirement (e.g. equivalent flat model based on worst case IBE, QPSK waveform)  
Proposal 22: RAN1 to assumes no UE in-band selectivity when modelling the effect Aspect 2 in absence of RAN4 reply LS. 
Proposal 23: For inter-UE inter-subband CLI modeling, the leakage interference at the DL subband of the victim UE can be obtained by applying the UE-UE channel model on the Tx non-linear leakage Zk at the aggressor UE Tx in the DL subband.
· The power of NL Tx leakage power is given by UE Tx power and IBE values, 
· The Zk = W gk where gk is gaussian noise with zero mean and leakage power, and W is wideband precoder.

Proposal 24: For inter-UE inter-subband CLI modeling, the blocker interference at the UL subband of the victim UE can be modelled as increase of quantization noise which affects the DL SIQRN when blocker power is higher than RSSI of the DL signal. 
· 
· 

Proposal 25: For co-site inter-sector adjacent channel CLI modeling, RAN1 to hold on the discussion until RAN4 discussion concludes on the recommended alternative for CLI modeling. 
Proposal 26: For adjacent channel inter-stie inter-gNB CLI modelling, adopt similar model of co-channel inter-gNB CLI co-channel based on assumptions of ACLR and ACS.
Proposal 27: For adjacent channel inter-UE CLI modelling, adopt same ACIR model as Rel-16 CLI study as starting point based on UE ACLR on TX and UE ACS on RX.
Proposal 28: RAN1 to further define the gNB-UE coupling loss CDF generation (e.g. based on best RSRP beam at least for FR2).
Proposal 29: For FR2-1, Support to use the two Zenith angles (Zenith angle θj = {5*pi/8, 7*pi/8}).
Proposal 30: Instead of two steps defined in the current proposal for gNB-gNB and UE-UE coupling loss, one step with counting all links and all beam pairs per link is a good way for gNB-gNB and UE-UE coupling loss CDF statistic at least for FR2.
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Appendix

[bookmark: _Ref101903923]Table 5 Full duplex initial evaluation simulation parameters for FR2
	Traffic model
(Per UE offered load)
	Bursty Poisson traffic, 0.5 Mbyte file size

	
	
	Umi 100m

	
	Low Load (DL/UL) 
~30% RU for SU-MIMO
	18/14.4
Mbps

	
	High Load (DL/UL) 
~60% RU for SU-MIMO
	28/21.6
Mbps

	UE antenna configuration
	Two 2x2 dual polarized, front and back
Target beam angles: ±45° in azimuth, 45° & 135° in elevation

	Carrier freq. & bandwidth
	100MHz @ 28GHz

	Noise figures
	gNb = 7dB, UE = 9dB

	UE Tx power
	17dBm à 31 dBm EIRP

	SRS Periodicity
	10 ms (80 slots)

	Scheduler
	Proportional fair (w/ analog BF based MU-MIMO)

	Node height
	gNB height = 10m for Umi
UE height = 1.5m

	Processing time
	PDSCH to ACK = 2 slots (K1), 
UL grant to PUSCH = 3 slots (K2), 
PUSCH to retransmission DCI = 5 slots; 
,  







[bookmark: _Ref101943951]Table 6. SLS for FR1 Dynamic TDD SBHD study
	
	Subband Half Duplex
	Static TDD

	Scenario
	UMa  - 7 sites, 3 sectors/site. 10 UEs/sector

	Carrier frequency
	3.5GHz

	System bandwidth, SCS
	100MHz TDD, 30KHz

	BS/UE TX power
	BS: 45dBm, UE: 23 dBm, BS NF: 5 dB, UE NF: 9 dB
Same DL PSD per RB (SBHD does not boost power by allocating 45dBm over DL subband)

	BS antenna configuration
	(M,N,P,Mg,Ng,Mp,Np,dV,dH)=(8,16, 2, 1, 1, 2,16, 0.8, 0.5). 64 ports

	UE antenna configuration
	(M,N,P,Mg,Ng,Mp,Np,dV,dH) = (1, 2, 2, 1, 1, 1, 2, 0.5, 0.5). 4 ports

	UE location/mobility
	20% outdoor, 80% indoor, 3 km/hr

	Frame format
	Subband Half Duplex in all slots
	SSSU

	Resource blocks
	272RBs - DL: 204RBs, UL: 56RBs, GB:12RBs
	272RBs

	Open-loop power control
	Default: p0=18dB, alpha=0.8

	Processing Delays
	K0 = 0, K1 = 1, K2 = 0 (K2=0 synchronizes DL/UL scheduling for simplification)

	Cross-link interference
	gNB-gNB is modeled
	N/A

	ACLR
	Flat: 45 dBc/20 MHz 
	N/A

	Traffic pattern
	Bidirectional Poisson. DL: 20KB/file, 100 files/s/UE. UL: 1KB/file, 150 files/s/UE



[bookmark: _Ref102054713]Table 7 Subband Full duplex specific simulation parameters for FR1
	Parameter
	Deployment Scenarios

	
	UMa (38.913 w/ following parameters)
 500 ISD
	UMi (38.913 w/ following parameters)
 200 ISD
	Indoor Hotspot (38.901) w/ following parameters)

	Layout 
	21 cells with wraparound ISD: 500m
	21 cells with wraparound ISD: 200m
	120m x 50m
ISD: 20m
12 sites, 1 sector per cell site

	Channel Model
	UMa (38.901)
	UMi (38.901)
	InH (38.901)

	UE Distribution 
	80% indoor, 20% outdoor
Note: Other UE distribution can be evaluated optionally.
	100% indoor

	UE Mobility
	3 Km/hr

	Carrier frequency
	4.0 GHz

	System bandwidth
	100 MHz

	Subcarrier spacing
	30 kHz

	gNB height
	25m
	10m
	3m

	UE height
	The UE height for indoor UEs is updated as following based on Table 6-1 in TR 36.873. 1.5m
	1.5 m 

	Open-loop power control
	Default: p0=18dB, alpha=0.8

	gNB/UE TX power
	gNB: 45dBm, UE: 23dBm
	gNB: 23 dBm, UE: 23dBm

	gNB antenna configuration (Option 1)
	(M,N,P,Mg,Ng,Mp,Np,dV,dH)
(4,16, 2, 1, 1, 2,16, 0.8, 0.5).
 64 ports (32 Tx +32 Rx) 
	(M,N,P,Mg,Ng,Mp,Np,dV,dH)
(4, 4, 2, 1, 1, 4, 4, 0.5, 0.5). 32 ports (16 Tx + 16 Rx)

	gNB antenna configuration (Option 2)
	(M,N,P,Mg,Ng,Mp,Np,dV,dH)
(8,16, 2, 1, 1, 4,16, 0.8, 0.5). 
128 ports (64 Tx +64 Rx)
	(M,N,P,Mg,Ng,Mp,Np,dV,dH)
(8, 4, 2, 2, 1, 8, 4, 0.5, 0.5). 64 ports (32 Tx + 32 Rx)

	gNB antenna configuration (TDD)
	(M,N,P,Mg,Ng,Mp,Np,dV,dH)=(4,16, 2, 1, 1, 2,16, 0.8, 0.5). 64 ports/TxRu
	(M,N,P,Mg,Ng,Mp,Np,dV,dH)=(4, 4, 2, 1, 1, 4, 4, 0.5, 0.5). 32 ports

	Antenna element Gain
	8 dBi
	5 dBi

	UE antenna configuration
	(M,N,P,Mg,Ng,Mp,Np,dV,dH) = (1, 2, 2, 1, 1, 1, 2, 0.5, 0.5). 4 ports
2 Tx, 4Rx
	(M,N,P,Mg,Ng,Mp,Np,dV,dH) = (1, 2, 2, 1, 1, 1, 2, 0.5, 0.5). 
4 ports ( 2Tx , 4 Rx)

	Resource blocks
	272 RBs - DL: Edge 204RBs, UL: Center 56RBs, GB:12RBs

	Slot structure (SBFD)
	For FD gNB slot pattern (Alt 4):  XXXXX (X=FD=D+U+D); TDD: DDSU
Downlink subband (symbols): 11 DL, 1 Guard, 1 UL
Uplink subband (symbols): 2 DL, 1 Guard, 11 UL

	Inter-UE channel and CLI model
	· A.2.1.2 of 36.843 is used to model UE to UE links 
· In A.2.1.2 , InH model is used for Indoor-Indoor
· When UE to UE distance is greater than 50m, the UEs are assumed to be in different buildings and dual O2I building penetration loss is modeled.
· When UEs are assumed to be in the same building, additional floor loss can optionally be added to model UEs on different floors 
· Other parameters from 38.901
· Inter-subband leakage ratio: 30 dB/20MHz (flat)

	Inter-gNB CLI model
	· 38.802 (NR Rel 14 SI) assumptions for Flexible Duplex study (Table A.2.1-11: Evaluation parameters specific to flexible duplex)
· O2I Losses (No Loss)
· Angular spread Params: ASA = ASD, ZSA = ZSD
· Other LOS/NLOS parameters from 38.901
· Inter-subband leakage ratio: 45 dBc/20 MHz (flat)

	Intra-gNB CLI
	· Spatial isolation plus Digital NLIC = 90 dB
· Frequency isolation: 45 dBc/20MHz
· Total Isolation = Spatial Isolation + NLIC + freq. isolation  = 135 dB

	Metric
	DL/UL User Perceived Throughput and DL/UL transfer time

	Traffic model
	Medium Load: Each gNB serves 5 DL UEs and 5 UL UEs.
Bidirectional Poisson (FTP model 3 traffic). 
DL: 75 files/sec/UE, 20KB/file. UL: 300 files/sec/UE, 1KB/file 

High load: Each gNB serves 5 DL UEs and 10 UL UEs.
Bidirectional Poisson (FTP model 3 traffic). 
DL: 125 files/sec/UE, 20KB/file. UL: 300 files/sec/UE, 1KB/file
	(Mid-high load): Each gNB serves 5 DL UEs and 10 UL UEs.
Bidirectional Poisson (FTP model 3 traffic). 
DL: 200 files/sec/UE, 20KB/file. UL: 300 files/sec/UE, 1KB/file.
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