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Introduction
In this contribution, we present an update on evaluation results of the benefits of AI/ML-based CSI feedback using two-sided model relative to a Rel-16 Type II baseline. We present results on system-level evaluation, model monitoring aspects, the different types of offline sequential training, and multiple vendor scenarios.
System-level evaluation for CSI compression
In this section, we show performance improvements of ML CSF over eType2 for Full buffer and Bursty Traffic. We plot the mean and edge throughputs (for full buffer) and mean and edge user experiences (for bursty traffic) against the number of bits required on the UL for PMI feedback, based on UE mean requested rank. For Release 16 eType2, we have used the maximum number of non-zero coefficients (K0 for rank 1, 2K0 for rank > 1) to compute the required PMI bits on the UL. 
Table 1 shows the simulation assumptions used in the evaluation. 

[bookmark: _Ref118485736]Table 1: System Simulation Assumptions
	Parameter
	Value

	Carrier Frequency
	4 GHz

	Scenario
	Dense Urban

	Bandwidth
	20 MHz

	Sub-carrier Spacing, Sub-band size
	30 KHz, 4 RBs/Sub-band (13 SB/Bandwidth)

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8)
(dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2)
(dH,dV) = (0.5, 0.5)λ 

	Channel Estimation
	Ideal for CSI-RS, 
Realistic for demod

	Interference Estimation
	Realistic

	eType2 parameter combinations
	PC 1 through 8



Figure 1 below shows the mean UE throughput vs the UL PMI overhead required for eType2 as well as for ML CSF. The overhead gain from ML CSF is around 50%, at a mean user throughput of around 14.4 Mbps. Figure 2 shows the cell-edge UE throughput vs the UL PMI overhead required. The overhead gain from ML CSF is around 25% at an edge user throughput of around 2.6 Mbps. 
[image: ]
[bookmark: _Ref118234618]Figure 1: Mean UE throughput vs UL PMI overhead
[image: ]
[bookmark: _Ref118234633]Figure 2: Cell edge UE throughput vs UL PMI overhead
For bursty traffic, we show the performance gains from ML CSF at three values of resource utilization: 10%, 40% and 80% in the curves below. Figure 3 and Figure 4 shows the mean and cell-edge user experience for Release 16 eType2 and ML CSF around 10% resource utilization. Figure 5 and Figure 6 show the same for 40%, and Figure 7 and Figure 8 show the same for 80% resource utilizations. 
At 10% RU, we see a 64% improvement in UL overhead at a mean user experience of around 170 Mbps. At similar improvement in UL overhead, the edge user experience is around 85 Mbps. At 40% RU, we observe a 55% improvement in UL overhead at a mean user experience of 95 Mbps. At an edge user experience of around 38 Mbps, the gain in UL overhead is 48%. At 80% RU, we observe a 55% improvement in UL overhead at a mean user experience of around 45 Mbps, and an edge user experience of around 11 Mbps. 
[image: ]
[bookmark: _Ref118237582]Figure 3: Mean User Experience vs UL PMI OH (10%RU)
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[bookmark: _Ref118237589]Figure 4: Edge User Experience vs UL PMI OH (10% RU)
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[bookmark: _Ref118237909]Figure 5: Mean User Experience vs UL MPI OH (40% RU)
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[bookmark: _Ref118237915]Figure 6: Edge User Experience vs UL PMI OH (40% RU)
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[bookmark: _Ref118238188]Figure 7: Mean User Experience vs UL PMI OH (80% RU)
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[bookmark: _Ref118238193]Figure 8: Edge User Experience vs UL PMI OH (80% RU)
[bookmark: _Toc118488964] AI/ML based CSI compression gives UL overhead gains of around 50% for mean throughputs (at a mean throughput around 14.4 Mbps) and 25% for cell-edge throughputs (around 2.6 Mbps).
[bookmark: _Toc118488965] For Bursty Traffic, 
· At 10% RU, we see a 64% improvement in UL overhead at a mean user experience of around 170 Mbps. At similar improvement in UL overhead, the edge user experience is around 85 Mbps. 
· At 40% RU, we observe a 55% improvement in UL overhead at a mean user experience of 95 Mbps. At an edge user experience of around 38 Mbps, the gain in UL overhead is 48%. 
· At 80% RU, we observe a 55% improvement in UL overhead at a mean user experience of around 45 Mbps, and an edge user experience of around 11 Mbps
Model performance monitoring
Input-based monitoring
In last meeting, it was agreed to study various performance monitoring methods, including monitoring based on inference accuracy, system performance and data distribution (input or output). Because of the two-sided nature of CSI feedback use case, the target CSI (or input) and final CSI are generated at UE side and NW side separately. In this way, to enable monitoring based on inference accuracy, the UE has to either run NW-side decoder or provide the target CSI (or input) to the NW-side. The former increases UE complexity and the latter requires additional signaling overhead. Thus, monitoring based on system performance and data distribution are more interesting. System-performance-based approach (e.g., throughput, BLER) is generic for all kinds of CSI feedback including the legacy codebook-based approach, it may have no specification impact. For data-distribution-based approach, UE calculates the target CSI (or input) based on the input sample measured in inference phase, and then compares it with the counterpart of the training set.
An example of data-distribution-based (input-based) approach is elaborated as following. Training samples are partitioned into two groups, the participation can be based on clustering methods, data statistics (e.g., angle, delay spread, doppler) or the meta-information provided in data-collection phase. One can see from Figure 9 that the distribution of the distance of a sample from samples belonging to an unmatched group is biased from the distribution of the distance to samples belonging to its matched group. Therefore, it is feasible for UE to differentiate samples based on distance or probability assessment. 
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Description automatically generated]
[bookmark: _Ref118486698]Figure 9: Distribution of sample distances from two groups in the training data
To show the relationship between the monitoring metric and inference performance, we first divide the testing samples to matched samples and unmatched samples where matched samples are those belong to group 1 and unmatched samples are those do not belong to group 1. Then, we further divide matched samples and unmatched samples based on the distance to group 1. Hence, there are 4 parts in the testing data: 1) matched samples and within a distance, 2) matched samples and beyond a distance, 3) unmatched and within a distance to group 1, and 4) unmatched samples and beyond a distance to group 1. 
In Figure 10, we plot the inference accuracy using the model trained by training data group 1. We can see that matched/unmatched samples within the threshold outperform those beyond the threshold. This result implies a good relationship between the distance and inference accuracy – longer distance yields lower accuracy than shorter distance. Besides, matched samples within the threshold (part 1) and unmatched samples within the threshold (part 3) achieve similar performance. This result implies that inferencing with unmatched samples yields acceptable performance if the unmatched samples are within a certain distance to the training data. The same exercise has been applied to matched/unmatched samples for group 2 and similar observations are obtained.
[image: ]
[bookmark: _Ref118486711]Figure 10: Inference accuracy of testing data based on matching with training data and the distance to the training data
[bookmark: _Toc118460610][bookmark: _Toc118460628][bookmark: _Toc118488966] Model monitoring based on metrics derived by comparison between input samples at inference and training samples can have strong relationship with the inference accuracy. As a result, input-based monitoring appears promising.
[bookmark: _Toc118460646][bookmark: _Toc118489204]Study specification impact of input-based model monitoring by comparing input samples at inference time to the training samples. 
Legacy-CSI based monitoring
To evaluate the accuracy of a two-sided model for CSI compression, if a UE has to report the target CSI with high resolution to the gNB, this may incur high overhead in the uplink. 
One approach to address this concern is to compare the ML-based reconstructed CSI with the CSI obtained from some other reference CSI feedback scheme in similar channel conditions. As an example, a legacy non-AI/ML CSI feedback scheme can be used as the reference scheme. During the model monitoring process, a UE may report CSI feedback using the AI/ML scheme and the reference scheme. The gNB may then reconstruct the CSI using the NW-side model and compare the resulting output CSI with the reference CSI, i.e., the version of CSI derived from the reference scheme. A large difference between the output CSI and reference CSI can be used to determine that the model accuracy is inadequate.
For the following results, we consider a rank 1 case where the output CSI type is ‘precoding vector’. Release 16 Type II CSI scheme with parameter combinations 6 and 8 are considered for the reference CSI. 
Model accuracy failure is defined to occur when the SGCS between the target CSI vector and the output CSI vector falls below a threshold of 0.5 during the monitoring. The gNB declares model accuracy failure when the SGCS between the reference CSI vector (i.e., Rel 16 Type II) and the output CSI vector falls below the same threshold during the monitoring. 
We evaluate the effectiveness of this model monitoring scheme in terms of the false alarm and missed detection rates of detecting model accuracy failure. False alarm rate is the percentage of model accuracy success cases that are incorrectly detected as failure. Missed detection rate is the percentage of model accuracy failure cases that are incorrectly detected as success. 
	
	Reference: R16 Type II, PC = 6
	Reference: R16 Type II, PC = 8

	False alarm rate
	0.77%
	0.86%

	Missed detection rate
	8.1%
	4.65%


 
The result shows that using only the Rel-16 Type II CSI feedback as a reference, the gNB can perform model monitoring with acceptable accuracy without incurring the overhead for UE reporting the target CSI with high resolution.
[bookmark: _Toc118460611][bookmark: _Toc118460629][bookmark: _Toc118488967] Model performance monitoring based on using a legacy CSI feedback scheme as a reference can detect model accuracy failure reliably and efficiently. 
[bookmark: _Toc118460612][bookmark: _Toc118460630][bookmark: _Toc118488968] Reporting the target CSI with high resolution for the purpose of model performance monitoring would require additional overhead without much benefit, and specification change for such reporting requires clear justification.
Based on these observations, we have the following proposal:
[bookmark: _Toc118460647][bookmark: _Toc118489205]Study specification impact needed to enable robust and efficient model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference.


Comparison of offline training scenarios
In RAN1#110, the following was agreed regarding AI/ML model training:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
Other collaboration types are not excluded.



In this section, we compare the performance of models trained under these different types of offline training. 
· Type 1 training: 
· Joint training of the two-sided model at a single side/entity (at the same time in a single training session)
[image: ]
Figure 11: Type 1 offline training

· Type 2 training: 
· Joint training of the two-sided model at network side and UE side, respectively (at the same time in a single training session)
[image: Teams
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Figure 12: Type 2 offline training

· Type 3 training: 
· Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively (in different training sessions, with collaboration outside the training process to ensure compatibility of the two-sided models)
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Figure 13: Type 3 offline sequential training starting with UE side training


[image: A picture containing graphical user interface
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Figure 14: Type 3 offline sequential training starting with NW side training
Single UE-side model, single NW-side model
We first consider the case of training the UE-side and NW-side model of a two-sided model involving one UE vendor and one NW vendor. 
Type 2 training
Since Type 1 training is managed by a single entity, the UE-side model structure and NW-side model structure can be chosen in a matched way – for example – both models can be chosen to have a transformer structure. With Type 2 training, if the two model structures are the same, the performance is expected to be essentially the same as Type 1 training. 
However, with Type 2 training, the UE-side and NW-side model structures may not be disclosed but instead kept proprietary. This raises the question of whether it is feasible to achieve good end-to-end ML model performance of the two-sided model if the two structures are not matched – for example – if one side uses a convolutional neural network (CNN) while the other side selects a transformer-based architecture. We present results comparing these scenarios. 
[image: Chart, timeline

Description automatically generated]Figure 15: Type 2 offline training is feasible

	
The result shows that the distributed offline training scenario results in an SGCS value of 0.825 even though the UE-side and NW-side model structures were mismatched (transformer and CNN). The Type 1 training which uses matched structure (CNN) for both UE-side and NW-side model achieves an SGCS of 0.829.
[bookmark: _Toc118460616][bookmark: _Toc118460634][bookmark: _Toc118488969] Type 2 offline training of the UE-side model and NW-side model is feasible even if the ML model structure of the UE-side and NW-side models are not matched.

Type 3 training
In this section, we present results on Type 3 (separate) training with vector quantization. 
As was concluded in RAN1#110bis-e, we have two flavors of separate training (type 3)
· UE-first type3 training: UE-Enc is trained first and UE server shares training dataset with gNB server for training the gNB-Dec
· gNB-first type3 training: gNB-Dec is trained first and gNB server shares training dataset with UE server for training the UE-Enc 
Note that VQ can be trained with UE-Enc or gNB-Dec. The following results assume that 
· For UE-first type3 training, VQ is trained with UE-Enc and UE server shares (zq, Vtarget) dataset with gNB server
· For gNB-first type3 training, VQ is trained with gNB-Enc and gNB server shares (zq, Vtarget) dataset with UE server 
1.1.1.1 UE-first separate training
We focus on offline sequential UE-first training where the UE-side training entity trains the UE-side model first and generates a training dataset which is shared with NW-side for training the NW-side model. The objective is to compress precoder vector ‘Vtarget’ to a quantized latent representation ‘zq’ which is used to generate the reconstructed precoder vector ‘Vout’. There are multiple approaches for training the UE-side model and generating the separate training dataset. In particular, we have  
· Approach 1: UE server trains the encoder without quantization and shares the dataset (z, Vtarget)
· Vector quantizer (VQ) is trained with the decoder at NW-side training entity
· Approach 2: UE server trains the encoder with quantization
· UE server shares the dataset (ze, Vtarget), where ze is the input to VQ
· VQ is trained with the decoder at NW-side training entity
· UE server shares the dataset (zq, Vtarget), where zq is the output of VQ
Table 2illustrates the performance of Type 3 training for different approaches in training a CNN encoder and a CNN decoder with vector quantization. We observe that training UE encoder without quantization may lead to some performance loss when compared with encoder training with quantization. For approach 2, we observe that separate training based on (ze, Vtarget) or (zq, Vtarget) leads to almost same performance. 
[bookmark: _Ref118485761]Table 2: Comparison of different approaches for separate training with VQ for a single UE
	Enc
	Dec
	Separate training dataset
	NN Params
	SGCS

	
	
	
	z-dim
	Quant
	Linear
	dB

	CNN
	CNN
	(ze, Vtarget)
	64 
	VQ with total payload 128 bits
	0.7794
	-6.564

	
	
	(zq, Vtarget)
	
	
	0.7788
	-6.552

	
	
	(z, Vtarget)
	
	
	0.768
	-6.345



[bookmark: _Toc118460620][bookmark: _Toc118460638][bookmark: _Toc118488970] Training UE encoder without quantization and generating the separate training based on this encoder may lead to some performance degradation compared to encoder training with quantization.
 
Comparing different approaches to separate training
In this section, we present results comparing different approach to separate offline training of single UE-encoder and single gNB-decoder with vector quantization (VQ). In these results, we assume that encoder is a CNN and the decoder is a transformer NN. 
An alternative type3 training is based on activation/gradient exchange (type3-alt), where either UE-Enc or gNB-Dec is trained first and then the other is trained based on activation/gradient exchange, e.g., UE-Enc training with a frozen Dec (no update of Dec weights). In particular, we have the following two flavors:
· gNB-first type3-alt training: gNB-Dec is trained first and then UE-Enc is trained with a frozen gNB-Dec
· This approach may require exchange of activation (latent vector), gradient and corresponding target for loss function computation 
· UE-first type3-alt training: UE-Enc is trained first and then gNB-Dec is trained with a frozen UE-Enc
· This approach may require exchange of activation (latent vector) and corresponding input
Note that the difference between this type3-alt and type 3 training is that instead of using supervised learning based on separate training dataset (e.g., (zq, Vtarget) dataset), the encoder or decoder is trained using the end-to-end loss between Vtarget and the output of the decoder.


[bookmark: _Ref118486207]Table 3: Comparison of type1, type3, and type3-alt training for CNN-Enc and TF-Dec
	Enc
	Dec
	Train type
	NN Params
	SGCS

	
	
	
	z-dim
	VQ 
	Linear
	dB

	CNN
	TF
	Type1: Joint baseline with VQ
	64
	128 bits
	0.7854
	-6.684

	CNN+VQ
	TF
	Type3: UE-first with (zq, Vtarget)
	64
	128 bits
	0.7898
	-6.774

	CNN
	VQ+TF
	Type3: gNB-first with (zq, Vtarget)
	64
	128 bits
	0.7693
	-6.37

	CNN+VQ
	TF
	Type3-alt: UE-first (frozen Enc)
	64
	128 bits
	0.7851
	-6.678

	CNN
	VQ+TF
	Type3-alt: gNB-first (frozen Dec)
	64
	128 bits
	0.7914
	-6.807



Table 3 shows the SGCS performance comparison of two flavors of type3 training with type3-alt and type1 training baseline. For UE-first training, we observe that type1, type3 and type3-alt approaches have almost same performance, as in all these approaches gNB-Dec is trained by minimizing loss in V-space. On the other hand, for gNB-first training, type3 training performs worse than type1 and type3-alt, as in type3 gNB-Dec is trained by minimizing the loss in the latent space.    
[bookmark: _Toc118460613][bookmark: _Toc118460631][bookmark: _Toc118488971] UE-first type3 training with dataset or activation exchange can achieve the same performance of Type1 training.  
[bookmark: _Toc118460614][bookmark: _Toc118460632][bookmark: _Toc118488972] gNB-first type3 training with dataset exchange performs worse compared to type1 and type3 with activation/gradient exchange (type3-alt), since type3-alt training is based on end-to-end loss minimization in contrast to latent space loss minimization which is used in type3. 
Generalization to multiple vendor scenario
We next discuss the aspect of generalization to a scenario with multiple models corresponding to different vendors. Specifically, we consider the case where a gNB interacts with multiple UE-side models. One option could be to develop a different NW-side model corresponding to each UE-side model. However, this comes with the need to switch among the models. To address this, we consider the problem of training a common NW-side model that is compatible with multiple UE-side models.
Type 2 training
In Type 2 offline training approach, the common NW-side model and UE-side models will be trained at different entities at the same time. The training entity of the NW-side model will interact with the training entities of each of the UE-side models during the training session to exchange training related information. The setup is shown for the case of 3 UE-side models in Figure 16:
[image: Graphical user interface, application, Teams

Description automatically generated]
[bookmark: _Ref118486276]Figure 16: Type 2 offline training of a single NW-side model and multiple UE-side models
We evaluated the ML-model performance for the case where the UE-side model structures are chosen to be transformer-based for the first two models and CNN-based for the third model. The resulting SGCS performance for the three UE-side models when working with a common NW-side model (transformer-based) is shown below in comparison to the case where a separate NW-side model was trained corresponding to each of the UE-side models. Figure 17 shows that the performance of the models is not affected by using a common NW-side model.
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[bookmark: _Ref118486359]Figure 17: Type 2 training: effect of common NW-side model for multiple UE-side models

[bookmark: _Toc118460618][bookmark: _Toc118460636][bookmark: _Toc118488973] It is feasible to use Type 2 offline training to train a common NW-side model together with separate UE-side models without any performance impact when compared to training a separate NW-side model for each UE-side model.

Type 3 (separate) training results for multiple UE vendors
In this section, we present results on Type 3 (separate) training in a multi-vendor setup with vector quantization. We consider a shared NW-side model which is trained based on datasets collected from multiple UE vendors. There are different ways to design the shared NW decoder. In this simulation, we assume that UE encoder is trained with a VQ block and NW trains or stores UE-specific VQ codebooks. We consider a shared NW decoder and personalization is achieved via the UE-specific VQ codebook. In particular, we consider a shared transformer-based decoder at NW-side, a transformer-based encoder at UE-vendor 1, and a CNN-based encoder at UE-vendor 2. Each UE-side encoder is trained separately. Then, each UE-side generates a training dataset which is shared with NW-side, e.g., UE-vendor 1 generates (ze, Vtarget)UE1 or (zq, Vtarget)UE1 and UE-vendor 2 generates (ze, Vtarget)UE2 or (zq, Vtarget)UE2.
Table 4 shows the performance of separate training with VQ for two UE-vendors and the corresponding joint training baseline of one UE-vendor encoder and NW decoder. Results show that separate training with a shared decoder achieves same performance as joint training baselines (i.e., Type 1 training). 
[bookmark: _Ref118486387]Table 4: Results on multi-vendor separate training with VQ
	UE-Enc
	gNB-Dec
	UE-vendor 
	NN Params
	Train type
	SGCS

	
	
	
	z-dim
	Quant
	
	Linear
	dB

	TF
	TF
	 
	64

	 VQ with total payload 128 bits
	Joint 1-to-1 baseline
	0.8062
	-7.126

	CNN
	TF
	
	
	
	
	0.7854
	-6.684

	TF
	TF common
	UE-vendor 1
	
	
	Separate 
(ze, Vtarget)
	0.8049
	-7.097

	CNN
	
	UE-vendor 2
	
	
	
	0.7881
	-6.739



[bookmark: _Toc118460621][bookmark: _Toc118460639][bookmark: _Toc118488974] Separate training with VQ for multiple vendors achieves almost the same performance as Type 1 training.

Impact of device variations on performance
In practice, the data corresponding to different types of devices may have different characteristics. The source of such differences could be from device construction, RF aspects, implementation differences across vendors or device models or chipsets, etc. Training data may be obtained from one type of device to develop models. If such models are used for inference on another type of device, then the discrepancy in the data distribution between training and inference can impact the performance of the model.
In this section, we present evaluation results on this aspect. 
[bookmark: _Ref118486446]Table 5: Impact of mismatch between training and inference data distribution due to device variations
	
	SGCS

	Device Type 1
	0.839

	Device Type 2
	0.810

	Device Type 3
	0.627

	Device Type 4
	0.798



Table 5 shows the average SGCS for 4 types of devices. Data from device type 1 was used for training. The value shown in the table is the SGCS when the data from the corresponding device type was used for inference.
The differences modelled among the 4 cases are only related to device-specific aspects such as channel estimation, antenna imbalance, SVD implementation, etc. Other aspects such as scenario and configuration are identical across the different cases. 
The result shows that the performance of the two-sided model can vary considerably due to device variations. 
[bookmark: _Toc118488975]The performance of AI/ML-based CSI compression using two-sided model can vary considerably if there is a discrepancy between the training data and inference data due to device-side variations.

Generalization studies
The following agreements were made in RAN1#110 related to the aspect of generalization of the ML model [2]:
	Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification

Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:
· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
· Various sizes of CSI feedback payloads, FFS candidate payload number
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.
· Companies to report the selected configurations for generalization verification
· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.



In this section, we present results and discussion on the generalization performance of ML models for the CSI compression sub-use case.
Generalization to different scenarios
In this section, we present results on our study on the generalization performance of the two-sided AI/ML model for CSI compression across indoor and outdoor scenarios. Consider the following scenarios:
· Scenario A: Dense urban layout, indoor UEs
· Scenario B: Dense urban layout, outdoor UEs
We present results for the following 3 cases that are aligned with the agreement above:
· Case 1: 
· (A à A): The AI/ML model is trained based on a training dataset from Scenario A, and then the AI/ML model performs inference on a dataset from different UEs in the same Scenario A.
· (B à B): The AI/ML model is trained based on a training dataset from Scenario B, and then the AI/ML model performs inference on a dataset from different UEs in the same Scenario B.
· Case 2: 
· (A à B): The AI/ML model is trained based on a training dataset from Scenario A, and then the AI/ML model performs inference on a dataset from UEs in a different Scenario B.
· (B à A): The AI/ML model is trained based on a training dataset from Scenario B, and then the AI/ML model performs inference on a dataset from UEs in a different Scenario A.
· Case 3: The AI/ML model is trained based on a training dataset constructed by mixing the datasets from Scenarios A and B (mixing ratio: 80% indoor, 20% outdoor).
· (A-B mix à A): the AI/ML model performs inference on a dataset from UEs in scenario A.
· (A-B mix à B): the AI/ML model performs inference on a dataset from UEs in scenario B.

The following table presents the SGCS values for each case above for rank 1 (single layer):
Table 6: Generalization across indoor and outdoor scenarios
	Case
	Train à Test
A = Dense urban indoor
B = Dense urban outdoor
	SGCS

	1
	A à A
	0.771

	
	B à B
	0.897

	2
	A à B
	0.903

	
	B à A
	0.696

	3
	A-B mix à A
	0.780

	
	A-B mix à B
	0.912



Based on the results, the ML model that is trained on a mix of datasets from both scenarios is able to generalize well across both scenarios. During inference, in each of the two scenarios considered (indoor and outdoor), the performance of this model is comparable to the performance of a model that was trained only on the same scenario used for inference. 
[bookmark: _Toc115270962][bookmark: _Toc115271061][bookmark: _Toc115271089][bookmark: _Toc115429997][bookmark: _Toc115430017][bookmark: _Toc115430043][bookmark: _Toc115430168][bookmark: _Toc115430250][bookmark: _Toc118460622][bookmark: _Toc118460640][bookmark: _Toc118488976] Training on a dataset constructed by mixing the datasets of multiple scenarios enables the same ML model to perform well during inference in each of the scenarios.
If a model is trained on a dataset from one scenario, it may not perform well during inference on a dataset from a different scenario. For example, from the result above, the model trained on the outdoor dataset gives an SGCS of 0.696 when used for inference on indoor dataset. In comparison, the model trained on the matched indoor scenario dataset gives a better SGCS of 0.771. The reason for the degradation in performance when the dataset is not from the same scenario may be attributed to the fact that the data samples in the indoor scenario may not be typical in terms of the data distribution of the outdoor training dataset. This points to the need to study mechanisms to identify such an occurrence. 
[bookmark: _Toc115271186][bookmark: _Toc115430008][bookmark: _Toc115430179][bookmark: _Toc115430261][bookmark: _Toc115430911][bookmark: _Toc118460651][bookmark: _Toc118489206]Study mechanisms to monitor the performance of the AI/ML model to detect whether the data observed during inference is outside the distribution of the dataset used to train the model.

Generalization to variable configurations
In this section, we present results on generalization ability of AI models to support variable payload, subband and antenna configurations. In NR, the number of subbands can be ranging from 1 to 19, and the subbands can be contiguous or non-contiguous. Also, in Type I, Type II and eType II codebooks, there are 13 antenna configurations with respect to number of antenna (CSI-RS) ports and the layout (N1 array in first dimension, N2 array in second dimension). In legacy PMI reporting, these variable configurations are supported by generating respective spatial compression matrix and frequency compression matrix (or by reporting PMI subband-by-subband in Type I/II codebook). In AI-based CSI feedback, the most straightforward way is to train specific AI model using dataset generated based on the specific configuration. In this sense, a huge amount of model needs to be trained and stored in server or device, and frequent switching among models maybe required per configuration and/or triggering. Thus, it is meaningful to study generalization ability of AI models to support variable configurations.
Training with mixed dataset
To achieve a good generalization ability, in the training phase, we mixed the dataset generated under variable configurations and fed them into the AI model, so that AI model would see sufficient variations in the training.
Exercise 1: Variable subband configurations with same payload
In this example, we consider a transformer-based AI model, and 2 training options. 
· NN0: The first option is only training the AI model using data sample with full subband configuration. This NN is considered as a baseline. 
· NN1: The second option is training the AI model using random subband patterns in addition to the full subband case. Arbitrary patterns are considered, e.g., randomly select N3 subbands from total 12 subbands where N3 ranging between 3 and 11. 
As shown in Figure 18, 3 cases are considered in testing, full-subband configuration (SB 0-11), second half of the total subband (SB 6-11), and random patterns. One can see that NN1 achieves robust performance across all testing cases. For the full subband configuration testing, NN2 even outperforms the specifically trained NN0. This implies that training mixed datasets could benefit each other.
[image: ]
[bookmark: _Ref115430531]Figure 18: Results of Exercise 1
Exercise 2: Variable subband configurations with variable payload
In this example, we also consider a transformer-based AI model, and 4 training options. 
· NN0: The first option is only training the AI model using data sample with full subband configuration. This NN is considered as a baseline. 
· NN1: The second option is trained with the same data set as NN0. The difference is that two payload configurations are considered (i.e., encoder output dimension = 32 and 64) and are trained at the same time.
· NN2: The third option is training using contiguous patterns. The number of subbands are randomly generated between 3 and 12. In this case, if Nsb > 6, we consider encoder output dimension = 64, while 32 is considerd if Nsb <=6.
· NN3: The fourth option is similar to the third option except that arbitrary subband pattern is considered in the training. Still two payload configurations are applied per number of subbands.
Results of 5 testing cases are presented in Figure 19, i.e., full-subband configuration, contiguous subband configurations with Nsb > 6 and Nsb <= 6, arbitrary patterns with Nsb > 6 and Nsb <= 6. For full-subband case, one can see that NN1 (dimension=64) outperforms the baseline NN0 (dimension=64) because of the concurrent training of two payloads (dimension=64 and dimension = 32). The performance can be further improved by introducing contiguous patterns (NN2) and random patterns (NN3).
Besides, training using arbitrary pattern (NN3) yields good results for all cases. Training with contiguous pattern (NN2) yields good results for all contiguous case. Moreover, smaller subband configuration (Nsb <= 6) yields similar performance as the larger subband configuration (Nsb > 6) saving half payload.
[image: Chart
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[bookmark: _Ref115430552]Figure 19: Testing results of Exercise 2
[bookmark: _Toc115270963][bookmark: _Toc115271062][bookmark: _Toc115271090][bookmark: _Toc115429998][bookmark: _Toc115430018][bookmark: _Toc115430044][bookmark: _Toc115430169][bookmark: _Toc115430251][bookmark: _Toc118460623][bookmark: _Toc118460641][bookmark: _Toc118488977] Training with mixed variable subband configurations achieve robust performance across all possible subband configurations including arbitrary number of subbands and arbitrary subband patterns.
[bookmark: _Toc115270964][bookmark: _Toc115271063][bookmark: _Toc115271091][bookmark: _Toc115429999][bookmark: _Toc115430019][bookmark: _Toc115430045][bookmark: _Toc115430170][bookmark: _Toc115430252][bookmark: _Toc118460624][bookmark: _Toc118460642][bookmark: _Toc118488978] Training with mixed variable subband configurations outperforms specific training with specific subband configuration.
[bookmark: _Toc115270965][bookmark: _Toc115271064][bookmark: _Toc115271092][bookmark: _Toc115430000][bookmark: _Toc115430020][bookmark: _Toc115430046][bookmark: _Toc115430171][bookmark: _Toc115430253][bookmark: _Toc118460625][bookmark: _Toc118460643][bookmark: _Toc118488979] Smaller number of subbands can achieve comparable results to the larger number of subbands with half of reporting payload.
Exercise 3: Variable gNB antenna configurations
In this example, we consider a transformer-based AI model, and 2 training options. 
· NN0: The first option is training specialized AI model using data sample with 2x8, 4x4 and 2x4 antenna configuration specifically. This set of NNs are considered as a baseline. 
· NN1: The second option is training a common AI model using mixed data set of 2x8, 4x4 and 2x4 antenna configurations. 
Results of 2 testing case are presented in Figure 20.  Similar observation can be drawn as Exercise 1 that training with mixed datasets benefit each other and outperforms the specific training case (NN0).
[image: ]
[bookmark: _Ref115430592]Figure 20: Testing results of Exercise 3
[bookmark: _Toc115270966][bookmark: _Toc115271065][bookmark: _Toc115271093][bookmark: _Toc115430001][bookmark: _Toc115430021][bookmark: _Toc115430047][bookmark: _Toc115430172][bookmark: _Toc115430254][bookmark: _Toc118460626][bookmark: _Toc118460644][bookmark: _Toc118488980]Training with mixed antenna configuration achieves robust performance across all antenna configurations in the training. 
[bookmark: _Toc115270967][bookmark: _Toc115271066][bookmark: _Toc115271094][bookmark: _Toc115430002][bookmark: _Toc115430022][bookmark: _Toc115430048][bookmark: _Toc115430173][bookmark: _Toc115430255][bookmark: _Toc118460627][bookmark: _Toc118460645][bookmark: _Toc118488981]Training with mixed antenna configuration outperforms specific training with specific antenna configuration.
[bookmark: _Toc115271187][bookmark: _Toc115430009][bookmark: _Toc115430180][bookmark: _Toc115430262][bookmark: _Toc115430912][bookmark: _Toc118460652][bookmark: _Toc118489207]For the evaluation of generalization of AI model to variable configurations, consider the following in data set generation:
· For subband generalization, generate N>=1 random patterns (either contiguous or non-contiguous) for each data sample in the training set. The full subband pattern can be used in addition.
· For antenna configuration generalization, mix data sample generated based on M antenna configuration with equal proportion.
· Same configuration in the testing set and training set

Evaluation Methodology
While many aspects of the evaluation methodology have been agreed in RAN1#109-e, RAN1#110, and RAN1#110bis-e for CSI compression using a two-sided model, a few aspects remain. In this section, we discuss our views on these aspects.
Intermediate KPI for rank > 1
In this section, we discuss the intermediate KPI for the case of rank > 1. The intermediate KPI is a metric that measures the AI/ML model accuracy in terms of how well the output CSI matches with the target CSI during inference. 
Consider the case where the target CSI consists of the eigenvectors of the channel. For a given rank K, the eventual performance (for example throughput) depends only on the set of K eigenvectors, not on their order. Any intermediate KPI that is based on per-layer accuracy (such as GCS/SGCS) could have the issue that a layer reordering/mismatch can result in a low KPI value while the eventual performance may still be good.
If the ML model processes multiple eigenvectors together or uses the raw channel as the input, then there is a possibility that the output CSI may be reordered. AI/ML models that operates on one eigenvector at a time may not have a reordering issue. 
Suppose  denotes the channel matrix on resource unit i,  denotes the rank,  denotes the total number of resource units,  denotes the matrix whose columns contain the target CSI, i.e., the eigenvectors corresponding to this channel, and  denotes the output CSI, i.e., the reconstructed version of the eigenvectors. 
Consider the following metrics:
· Chordal distance: This is defined as: 
Chordal Distance =   
Here ||.||F represents the Frobenius norm. When rank is 1, the chordal distance formula reduces to . Therefore, chordal distance may be viewed as a generalization of the SGCS-like metric to higher rank.

· Numerical spectral efficiency gap: This is defined as:
Numerical SE Gap =  
Here, SE(.) denotes the numerical spectral efficiency function which may be defined as follows:

where  denotes the SNR. 

· Numerical spectral efficiency ratio: This is defined as:
Numerical SE Ratio =  
Here, SE(.) denotes the numerical spectral efficiency function which may be defined as follows:

where  denotes the SNR. Numerical SE ratio has the benefit that it is normalized.

Note that while this choice of the SE(.) function corresponds to optimal receiver-side processing, other choices may be considered to account for simpler receiver-side processing such as a linear receiver. 
The above metrics only depend on the set of vectors in the target and output CSI, and not on their ordering. Specifically, if the columns of  and  are not in corresponding order, the above metrics are not affected. 
[bookmark: _Toc115270961][bookmark: _Toc115271060][bookmark: _Toc115271088][bookmark: _Toc115429990][bookmark: _Toc115430010][bookmark: _Toc115430036][bookmark: _Toc115430160][bookmark: _Toc115430242][bookmark: _Toc118460615][bookmark: _Toc118460633][bookmark: _Toc118488982] Chordal distance and metrics based on numerical spectral efficiency are not affected by a mismatch in the order of the eigenvectors between the target CSI and output CSI.
In addition, numerical SE gap is expected to be a good indicator of the spectral efficiency achievable in the end-to-end system-level evaluation. Based on this discussion, we propose the following:
[bookmark: _Toc115271181][bookmark: _Toc115430003][bookmark: _Toc115430174][bookmark: _Toc115430256][bookmark: _Toc115430906][bookmark: _Toc118460648][bookmark: _Toc118489208]Adopt at least one of the numerical spectral efficiency ratio, numerical spectral efficiency gap, and the chordal distance as an intermediate KPI for rank >= 1.

CSI feedback overhead computation
The evaluation methodology table agreed in RAN1#109-e includes the following item about CSI feedback overhead:
“Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.”
The resources required to transmit the CSI feedback payload may depend on the rank indicated by the UE and the CSI feedback scheme and parameters. The actual CSI feedback overhead may be determined by the resource allocation done by the gNB for UCI transmission from the UE. Considering this, there can be two options to calculate the CSI feedback payload size in the evaluation:
· Option 1: Calculate the payload size assuming the maximum possible rank. This corresponds to a gNB that may allocate resources assuming the worst-case scenario of the maximum possible rank.
· Option 2: Calculate the payload size assuming the rank indicated by the UE. This corresponds to a gNB that accurately estimates the rank indicator and allocates resources accordingly.
Option 1 may be a simpler approach but may result in an over-estimation of the resource overhead for CSI feedback if the reported rank indicator is typically lower than the maximum possible rank. Option 2 better captures the overhead required, taking into account the typical channel rank experienced by UEs. For the evaluation of CSI feedback schemes in terms of the tradeoff between performance and feedback overhead, option 2 may be preferable.
[bookmark: _Toc115271182][bookmark: _Toc115430004][bookmark: _Toc115430175][bookmark: _Toc115430257][bookmark: _Toc115430907][bookmark: _Toc118460649][bookmark: _Toc118489209]For the evaluation of the AI/ML based CSI compression sub use case, the CSI feedback overhead should be computed based on the rank indicated by the UE.

Conclusions
In this document, we have discussed various evaluation results for the CSI feedback enhancement use case that show the benefits of a machine learning based approach for CSI feedback. We made the following observations:
Observation 1: AI/ML based CSI compression gives UL overhead gains of around 50% for mean throughputs (at a mean throughput around 14.4 Mbps) and 25% for cell-edge throughputs (around 2.6 Mbps).
Observation 2:	For Bursty Traffic,
· At 10% RU, we see a 64% improvement in UL overhead at a mean user experience of around 170 Mbps. At similar improvement in UL overhead, the edge user experience is around 85 Mbps. 
· At 40% RU, we observe a 55% improvement in UL overhead at a mean user experience of 95 Mbps. At an edge user experience of around 38 Mbps, the gain in UL overhead is 48%. 
· At 80% RU, we observe a 55% improvement in UL overhead at a mean user experience of around 45 Mbps, and an edge user experience of around 11 Mbps

Observation 3:	Model monitoring based on metrics derived by comparison between input samples at inference and training samples can have strong relationship with the inference accuracy. As a result, input-based monitoring appears promising.
Observation 4:	Model performance monitoring based on using a legacy CSI feedback scheme as a reference can detect model accuracy failure reliably and efficiently.
Observation 5:	Reporting the target CSI with high resolution for the purpose of model performance monitoring would require additional overhead without much benefit, and specification change for such reporting requires clear justification.
Observation 6:	Type 2 offline training of the UE-side model and NW-side model is feasible even if the ML model structure of the UE-side and NW-side models are not matched.
Observation 7:	Training UE encoder without quantization and generating the separate training based on this encoder may lead to some performance degradation compared to encoder training with quantization.
Observation 8:	UE-first type3 training with dataset or activation exchange can achieve the same performance of Type1 training.
Observation 9:	gNB-first type3 training with dataset exchange performs worse compared to type1 and type3 with activation/gradient exchange (type3-alt), since type3-alt training is based on end-to-end loss minimization in contrast to latent space loss minimization which is used in type3.
Observation 10:	It is feasible to use Type 2 offline training to train a common NW-side model together with separate UE-side models without any performance impact when compared to training a separate NW-side model for each UE-side model.
Observation 11:	Separate training with VQ for multiple vendors achieves almost the same performance as Type 1 training.
Observation 12:	The performance of AI/ML-based CSI compression using two-sided model can vary considerably if there is a discrepancy between the training data and inference data due to device-side variations.
Observation 13:	Training on a dataset constructed by mixing the datasets of multiple scenarios enables the same ML model to perform well during inference in each of the scenarios.
Observation 14:	Training with mixed variable subband configurations achieve robust performance across all possible subband configurations including arbitrary number of subbands and arbitrary subband patterns.
Observation 15:	Training with mixed variable subband configurations outperforms specific training with specific subband configuration.
Observation 16:	Smaller number of subbands can achieve comparable results to the larger number of subbands with half of reporting payload.
Observation 17:	Training with mixed antenna configuration achieves robust performance across all antenna configurations in the training.
Observation 18:	Training with mixed antenna configuration outperforms specific training with specific antenna configuration.
Observation 19:	Chordal distance and metrics based on numerical spectral efficiency are not affected by a mismatch in the order of the eigenvectors between the target CSI and output CSI.

We have the following proposals:
Proposal 1: Study specification impact of input-based model monitoring by comparing input samples at inference time to the training samples. 
Proposal 2:	Study specification impact needed to enable robust and efficient model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference.
Proposal 3:	Study mechanisms to monitor the performance of the AI/ML model to detect whether the data observed during inference is outside the distribution of the dataset used to train the model.
Proposal 4:	For the evaluation of generalization of AI model to variable configurations, consider the following in data set generation:
· For subband generalization, generate N>=1 random patterns (either contiguous or non-contiguous) for each data sample in the training set. The full subband pattern can be used in addition.
· For antenna configuration generalization, mix data sample generated based on M antenna configuration with equal proportion.
· Same configuration in the testing set and training set

Proposal 5:	Adopt at least one of the numerical spectral efficiency ratio, numerical spectral efficiency gap, and the chordal distance as an intermediate KPI for rank >= 1.
Proposal 6:	For the evaluation of the AI/ML based CSI compression sub use case, the CSI feedback overhead should be computed based on the rank indicated by the UE.
[bookmark: _Ref450583331]References
[1] RAN1 Chair’s notes, RAN1 #109-e.
[2] [bookmark: _Ref115430877][bookmark: _Ref111183344]RAN1 Chair’s notes, RAN1 #110.
[3] R1-2212109, “Other aspects on AI/ML for CSI feedback enhancement”, Qualcomm Incorporated, 3GPP TSG RAN WG1 #111, November 2022.

5
image1.png
Mean UE Tput (Mbps)

18

17

16

15

14

13

12

11

10

Mean UE Throughput vs UL Overhead

eType2 PC1
eType2 PC2
eType2 PC3
eType2 PC4
eType2 PCS
eType2 PC6
eType2 PC7

eType2 PC8

=—d— ML CSF

100

200 300 400 500 600
PMI feedback bits on UL (UL grant configured assuming UE requests at most Rank 2 )

700

800




image2.png
Edge UE Tput (Mbps)

35

25

15

05

Edge UE Tput vs UL Overhead

—_

eType2 PC1
eType2 PC2
eType2 PC3
eType2 PC4
eType2 PC5
eType2 PC6
eType2 PC7
eType2 PC8
MLCSF

100

200 300 400 500 600
PMI feedback bits on UL (UL grant confiugured assuming UE requests at most Rank 2)

700

800




image3.png
Mean UE Burst Rate (Mbps)

200

180

160

140

120

100

80

60

40

20

Mean Burst Rate Vs UL Overhead (10% RU)

100

200

300

® cType2 (~10% RU)

~—&— ML CSF

200
UL PMI overhead (bits)

500

600

700

800




image4.png
Mean UE Burst Rate (Mbps)

120

100

80

60

40

20

Edge Burst Rate Vs UL Overhead (10% RU)

100

200

300

@ eType2 (~10% RU)

~—&— ML CSF

400
UL PMI overhead (bits)

500

600

700

800




image5.png
Mean UE Burst Rate (Mbps)

140

120

100

80

60

40

20

Mean Burst Rate Vs UL Overhead (40% RU)

100

200

300

200
UL PMI overhead (bits)

500

®  eType2 (~40% RU)

—8— ML CSF

600

700

800




image6.png
Mean UE Burst Rate (Mbps)

60

50

40

30

20

10

Edge Burst Rate Vs UL Overhead (40% RU)

100

.
- )
.
o
@ cType2 (~40% RU)
——MLCSF
200 300 400 500 600

UL PMI overhead (bits)

700

800




image7.png
Mean UE Burst Rate (Mbps)

70

60

50

40

30

20

10

Mean Burst Rate Vs UL Overhead (80% RU)

100

.

0
. .
)

.

® eType2 (~80% RU)
—o— ML CSF
200 300 400 500 600

UL PMI overhead (bits)

700

800




image8.png
Mean UE Burst Rate (Mbps)

20

18

16

14

12

10

Edge Burst Rate Vs UL Overhead (80% RU)

100

200

300

® cType2 (~80% RU)

—@— ML CSF

400
UL PMI overhead (bits)

500

600

700

800




image9.png
14

1.2

e
[

probability
o
o

o
FY

0.2

%104

Samples of group 1

dist from matched samples

= dist from unmached samples

probability

14

1.2

e
)

L
o

&
i

0.2

%104 Samples of group 2

= dist from matched samples
m— (ist from unmached samples





image10.png
SGCS

0.9 0834 0844 0810 0846
o8 0751 0764
07 0647 0618
06
05
04
03
02
01
0
NN1 NN2
m Unmatched, dist <= 12 0834 0819
= Unmatched, dist > 12 0.647 0618
= Matched, dist <= 12 0844 0.846

= Matched, dist > 12 0.751 0.764




image11.png
Single training entity for
NW-side model and UE-side model

&





image12.png
Training entity for Training entity for

NW-side model UE-side model
Target output
—
— =
. Gradient 4 >
! \
! \
! \





image13.png
Training entity for Training entity for
NW-side model UE-side model

@

. 2. Share training dataset

3. Train NW-side model !
1 \
1 \
1

\
1 \
UEs

N 1. Train UE-side model
\





image14.png
Training entity for 0. Share target sl dataset Training entity for

NW-side model %% — @ UE-side model

. e .
»

1. Train NW-side model ] \
1 \
1 \
1

\
1 \
UEs

3. Train UE-side model

gNB





image15.png
SGCS: Distributed offline training

Matched model structures: both CNN

Mismatched model structures:
transformer + CNN

transformer

M o _

0000 0200 0.400 0.600 0.800 1.000

Matched model Mismatched model

aticmes both | structures: st . Matched model
ructures: ructures: transformer + 408 TR
transformer CNN

W SGCS 0.875 0.825 0.829




image16.png
Training entity for
NW-side model

Activation
Target output

&
_

Training entity for
UE-side model 1

&

Training entity for
UE-side model 2

@

Training entity for
UE-side model 3

&





image17.png
Type 2 offline training -
Multiple vendor scenario: SGCS

0.0 0.2 04 06 08 1.0

UE-side model 1 UE-side model 2 UE-side model 3
m 1-1 NW-side model 0.874 0.876 0.829

m Common NW-side model 0.884 0.885 0.832




image18.png
095
09
0.85
08
0.75
07

B NNO, baseline
HNN1

SGCS

0.918
0.875 0.886
subband 0-11 sbband 6-11
0.875
0.886 0918

0.911

random pattern

0911




image19.png
095

09

0.85

08

0.75

07

W NNO, baseline
mNN1, (64)
mNN1, (32)
mNN2

B NN3

0.889

subband 0-11

0.875
0.883
0.82
0.889
0.893

SGCS

0.899 0.898

Nsb<=6,
contiguous,
dim=32

0.899
0.898

0904_4

089883 “ 0.893 0.882
||8 “ ‘ ‘

m:;‘;g'u | Nsb<=s,random,
dim=64 dim=32
0.904
09 0.882

0.899

Nsb>6, random,
dim=64

0.899




image20.png
092
091

09
0.89
0.88
0.87
0.86
0.85

u Specialized NN

m Common NN trained w/
mixed dataset

mspecialized NN

SGCS

0.888

0.875

2x8
0.875

0.888

0.915
0.907
OISSSOISW I I
4x4 2x4
0.883 0.907
0.887 0915

B Common NN trained w/ mixed dataset




