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1 Introduction
In RAN#94-e, Rel-18 new study item on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” is endorsed. The objective of the study item is as follows.
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate



Furthermore, in the first RAN 1 meeting, i.e., RAN1#109-e, some basic terminologies are defined. Moreover, an initial categorization for network-UE collaboration levels is agreed. 
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


2 General aspect of AI/ML framework
1. 
2. 
2.1. Definition and characterization of AI/ML 
2.1.1 Remaining description of terminologies 

As this study item (SI) is the first attempt to characterize AI/ML operations in RAN 1, RAN1#109-e and RAN1#110 spent some efforts on describing/defining some common notations and terminologies [2]. In our view, having a common understanding among companies on at least some important notations and terminologies is essential for the progress of the study item. In this regard, we provide our views on the remaining important notations and terminologies that have yet been defined/described. 
RAN1#110 additionally made the following description of terminologies as a working assumption. 

	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



In the following, we provide proposals to describe the remaining terminologies. 
One controversial terminology in RAN1#110 was “model deployment”. Some view model deployment in conjunction with model delivery. For example, a model can be converted to an executable form and be delivered to a target device. Alternatively, a model can be converted to an executable form and be delivered from one logical entity to another logical entity within a device. In light of the above, we want to define model deployment independently without associating it with model delivery. Moreover, it is preferred to avoid terms such as “conversion to an executable form” as those may lead to ambiguity. 

Another essential terminology for the discussion of model life cycle management (LCM) is model registration. In RAN1#110b, different views were presented regarding the purpose and requirements of model registration. In this regard, we provided additional clarification note (with corresponding analysis in Section 2.2.2.1) on the description of the terminology we provided in our contribution to RAN1#110b. 

Proposal 1: RAN1 can consider the following terminologies and their description: 

	Terminology
	Description

	Model deployment 
	A process of preparation of a trained AI/ML model for inference. A deployed model is ready for inference at the target device.

	Model registration

	Assignment of an identification for an AI/ML model by the network. The identification can be used to identify a model for its life-cycle management. 
Note: The identification can be based on explicit model ID to identify an AI/ML model or based on an implicit ID to identify a model via the associated AI/ML functionality.
· The explicit model ID may or may not be known by the UE and network prior to model registration.  

	Model configuration
	A process of setting the tuneable aspects of an AI/ML model to be used for model inference or model training.  
















2.2. AI/ML Model management
2.2.1 Discussion on Collaboration Levels, Impacts

In RAN1#109-e, the following network-UE collaboration levels were defined 

	Agreement RAN1#109-e
Take the following network-UE collaboration levels as one aspect for defining collaboration levels.
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 




Moreover, in RAN1#110b-e, the following clarifications were taken  for boundaries between the collaboration levels.

	
Agreement RAN1#110b-e
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Working Assumption RAN1#110b-e
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
Clarifying note: Level y includes cases without model delivery.




For level y-z boundary, one controversial point in RAN1#110b-e was the scope of “3GPP signalling” in relation to model transfer. In our view, the signalling for model transfer can be classified as signalling for the model delivery and additional model delivery related control signalling to facilitate model delivery, e.g., delivery request, configuration, acknowledgement, etc. The following figure and table summarizes our views on the boundary for level y-z with respect to aforementioned aspects.  
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Fig. 1: Model delivery and related signalling for network-UE collaboration level y and z.




Table. 1: Model delivery and related signalling for network-UE collaboration level y and z

	Collaboration Level
	Level z
	Level y

	Model delivery 
	CP or UP 
	UP 

	Model delivery related signaling
	CP
	UP




Obviously, a model transfer via control plane has more specification impact as compared to model transfer via user plane. 

On related subject, model transfer could also mean a transfer of a model in its executable format or in a standardized model transfer format to be converted to executable format at the target device. The standardized model transfer format could also be 3gpp’s own/adopted standardized format or formats standardized outside of 3gpp. In our view, what matters is whether the model transfer is visible in 3GPP signalling, i.e., if a model delivery or the control signalling facilitating model delivery are via the control plane. As the clarification note indicates, in level y, from 3gpp signalling point of view, the model delivery is transparent. 

Proposal #2:  Confirm the working assumption regarding the boundary for collaboration level y-z by clarifying “ transparent to 3gpp signalling” as follows
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
Clarifying note: Level y includes cases without model delivery. 
Clarification note2: “transparent to 3GPP signalling” means neither the model delivery nor the model delivery related signaling is supported via control plane. 

In fact, other aspects could also be considered to further categorize the different collaboration levels. In our view, the main intention of defining such collaboration levels is to identify the different levels of specification impact. Moreover, a further detailed definition of collaboration levels would facilitate the discussion of the AI/ML model operations for different sub-use cases. In this respect, whether it is a one-sided model or a two-sided model would entail different levels of specification impact. In particular, different signalling and collaboration levels are required between one-sided and two-sided models for their life cycle management such as model activation/deactivation, model monitoring, and model update. In this regard, we propose further classification of collaboration levels with respect to one/two-sided models. 

Proposal #3:  Further define sub-levels for Level x and Level y for one-sided and two-sided models as
Level x: No collaboration
Level y-1: Signalling-based collaboration for one-sided model without model transfer
Level y-2: Signalling-based collaboration for two-sided model without model transfer
Level z-1: Signalling-based collaboration for one-sided model with model transfer
Level z-2: Signalling-based collaboration for two-sided model with model transfer


Furthermore, RAN1#109-e described model transfer as follows

	Terminology
	Description

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network




Model transfer, especially from the network to the UE, has various advantages as the
· Network/gNB may be better positioned to provide the model
· gNB has bird’s eye view of operations within its site
· site specific training and optimization, e.g., beam prediction, positioning
· training based on data from multiple UEs 
· more resources (dataset, computational) for model training
· multi-user optimization objective, e.g., MU-MIMO performance
· UE may be better suited to do inference for certain tasks
· UE has a better local view
· more inputs (measurements) can be leveraged, e.g., beam measurement, CSI measurement
· some sub use cases work better with model exchange, e.g., CSI compression
However, the model transfer also introduces various challenges. In our view, various issues should be studied on the practicality/feasibility of AI/ML model transfer over the air interface including: 
-    Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
       -     Proprietary issues: If AI/ML models are considered as proprietary assets, model transfer discloses them. 
       -    Model transfer format (MTF): does 3GPP need to agree on a common MTF so that a model exchanged between two nodes from different vendors compile and run? 
       -    Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Proposal #4: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-  Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
 -  Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Moreover, the model transfer can be categorized in to two categories based on the level of transfer and requirements as follows: 
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for an unknown model to the receiving node.

 The above two categories for model transfer may entail different levels of requirements. For example, if the model is partially known at the receiving node, e.g., only the weights of the neural network are needed to be updated by the network, with relatively less requirements on the node-specific optimization, compiling and testing at the receiving node. This may allow that the partially transferred model can be run immediately without additional effort while achieving the aforementioned advantages of model transfer. 

Proposal #5:  Further consider two categories for model transfer
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for a completely new model to the receiving node.

2.2.2. Life cycle management (LCM)

2.2.2.1. Model Identification for LCM

RAN1#110 agreed the following aspects to be studied under model life cycle management (LCM) . 

	Agreement RAN1#110 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 



 
Moreover, RAN1#110b agreed to study LCM on the basis that an AI/ML model has a model ID with associated information and/or model functionality.   

	Agreement RAN1#110b
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations



As shown in the above agreement, detailed discussion of model ID with associated information and/or model functionality are left for future study. In our view, there could be two main alternatives (Alt. 1 and Alt. 2 below) in relation to model identification. 

In Alt. 1, the presence of an AI/ML functionality and the associated model is identified by an explicit model ID. Here, model ID explicitly point to an AI/ML model. Thus, the UE may report capability by including model ID for the supported models and the corresponding LCM can be performed on the basis of this model ID. Moreover, this model ID can be used to download upload a model in case of mode transfer. According to earlier discussion, for level z, if the model is transferred via a user plane and model delivery related signalling is supported via control plane, then this model ID may have to be “global”, i.e.,  visible out of RAN so that a model can be downloaded from an OTT server. 

In Alt. 2, however, a model ID may implicitly refer to models by pointing at the to the associated functionality. For example, the supported scenarios/configurations for a certain use case can be specified. Then, the UE may report its capability in relation to the specified functionality (scenarios/configurations of a sub use case). Then, the network can assign an implicit model ID corresponding to the supported functionality. This approach is akin to legacy approach for capability report and corresponding RRC configurations. 

Observation #1:  The following two alternatives are possible for identification of AI/ML model/functionality 
Alt1: Explicit model ID pointing at an AI/ML model
Alt2: Implicit model ID pointing at the associated AI/ML functionality, i.e., use case, scenario, configurations. 

Observation #2:  Explicit model ID pointing at an AI/ML model can be 
Alt1-1: Static and explicit model ID, e.g., configured by the network for LCM functions such as model selection, switching, activation, etc. 
Alt1-2: Dynamic and explicit model ID, predefined and known by the UE and network prior to LCM assistance, e.g., a ‘global’ model ID used for model upload, download, and vendor identification. 
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Fig. 2: Example on Alt. 1 explicit and Alt.2 implicit model identification for LCM

Proposal #6:  Study the following two alternatives for identification of AI/ML model/functionality for LCM
Alt1: Explicit model ID pointing at an AI/ML model
Alt2: Implicit model ID pointing at the associated AI/ML functionality, i.e., use case, scenario, configurations. 


Moreover, FL recommended for companies to submit their vies on aspects related to discussion 

	FL recommendation (RAN1#110b): FL encourages companies to bring their views on the following aspects for discussion of model registration in the next RAN1 meeting. 
· What is the mechanism by which the network becomes aware of the existence of a new AI/ML model?
· What is the mechanism by which the UE becomes aware of the existence of a new AI/ML model?
· What is the mechanism, when required, by which the network and the UE refer to the same AI/ML model unambiguously during AI/ML collaboration and LCM?
· What is the mechanism by which the network knows whether the UE has a given AI/ML model and/or if the UE is capable of running inference with a given AI/ML model or functionality?
· What is the model registration for and what additional role may the model registration play in LCM, what is the relationship with UE capability report?
· In what scenarios may the model registration be needed, and what will be scenario specific considerations? Below are some guiding examples of scenarios to consider for discussion:
· Network-side models, UE-side models, two-sided models
· Collaboration levels y, level z
· Proprietary model format, standardized model description format
· Other scenarios are not precluded
· What information regarding the description of the model may need to be provided during model registration? Below are some guiding examples for discussion:
· Model functionality
· Vendor identification
· Model applicability scenarios, configurations, and/or regions
· Information on pairing between UE-side part and network-side part of two-sided models
· Information on model input
· Information on model output
· Information on assistance information
· Other information regarding model description that can help LCM
· Other aspects are not precluded.
· Specification impact of the above discussions, if any
· Considering the above, what should be the terminology definition of model registration?
Note: Some of the above discussions may have no specification impact. This proposal is intended for companies to bring discussion so that discussion can progress in the next meeting.



The below table summarizes our views regarding the different aspects of model registration or identification. In particular, it summarizes the impact of having explicit or implicit model IDs for model LCM. 

Table 3: Comparison between explicit vs implicit model ID
	No.
	Aspects related to model registration
	Alt1. explicit model ID
	Alt2. implicit model ID

	1.
	Information indicated to the network by model ID
	AI/ML model supported by the UE
	AI/ML functionality supported by the UE

	2.
	Information indicated to the UE by model ID
	AI/ML model supported by the network
	AI/ML functionality supported by the network

	3.
	Can model ID be used for model registration? 
	Yes
	Yes

	4.
	How network knows whether a given model can run at the UE?
	Supported model ID can be part of UE’s capability report
	Via complexity and capability related KPIs in capability report.

	5.
	Assistance information 
	For particular model
	For models supporting an associated functionality




Another pending issue is to identify the role model registration would play in LCM. Moreover, RAN1 may need to identify the cases, e.g. one or two-sided models, collaboration level y or z, etc., that may require model registration. 

A. One-sided or two-sided model
One-sided models, including both UE-side and network-side models, can work in quasi-transparent manner. In particular, the other node, network node or UE for UE-side and network-side model, respectively, does not need to know the exact model running/supported in the other side in order to provide assistance information for model LCM. For example, a UE may provide training data assistance to a network-side node without explicit knowledge on the network-side model. Likewise, the network can provide LCM assistance to a UE-side model without explicit identification of UE-side model. For example, the network may select, switch, activate, and deactivate a UE-side model without explicit knowledge on model or model identifier. In this case, the network can switch through the UE-side models based on the scenario/configuration supported by the UE, e.g., if a high UE speed is detected and if UE reported support for AI/ML functionality applicable to high UE speed via capability report, the network may activate such model implicitly. 


Observation #2: For one-sided models, including both UE-side model and network-side model, model LCM assistance can be supported without explicit identification of a model. 
· For a model in one node, LCM assistance can be provided by the other node based on implicit model ID pointing to the associated functionality, e.g., scenarios configurations, of the model.
B. Collaboration level y or z
For two-sided models some LCM aspects may require the two sides to have explicit identification information for models supported at each side. For example, it may not be possible to select, switch, activate, and deactivate the UE part of the model without the network explicitly identifying the UE side models. In the case of collaboration level z, this identification is straightforward for the other side as the model (family of models) are provided by one of the two sides. For example, if model is transferred from the network to the UE via RRC configuration, the model identification can be with respect to the transferred models during that RRC connection. In some cases, however, the network may want to first check the availability of a model at the UE before transferring the model in order to minimize the model transfer overhead. In practice a UE may frequently visit certain cells/sites, e.g., homes, offices, or be stationary, e.g., security cameras, fixed wireless access (FWA), etc. In these cases, it may be more efficient to store a model instead of downloading it every time a UE camps to such cells. Thus, a unique identification of a model is required so that the UE can indicate on the availability of a model before the network configures model transfer. 

Moreover, for two-sided models based on collaboration level y, a model has to be explicitly identified for its LCM as the two sides train their own part of the models.  Moreover, this explicit model ID should be known by the UE and the network in priori, if multiple vendor-specific model are required to support a certain functionality. However, based on the outcome of the evaluation of training collaboration type 2 or type 3 for two sided model development, if a single vendor-agnostic model is sufficient to support two-sided model based AI/ML functionality the “global” predefined model ID is not needed. 

Table 4:  Requirement of model identification for two sided models
	No.
	
	Level y
	Level z

	1
	Is explicit model ID needed for model?
	Yes
	Yes

	2
	Should the explicit model ID be static, i.e., known by the UE and the network prior to LCM assistance? 
	Yes, if the UE or network has to keep vendor-specific models for the same functionality to support interoperability with the different vendors.
	No, if the model ID is for identification among the transferred models.  In this case dynamic model ID, configured by the network, suffices.  



	
	
	No, if a single model suffices to interoperate with any model from different vendor, i.e., vendor-agnostic model.
	Yes, if the UE/network can indicate the availability of models prior to a model transfer.



Observation #3: For LCM assistance of two-sided models, explicit identification of a model is mandatory. 
· Whether the model ID should be known by the network and the UE prior to the model registration is dependent on network-UE collaboration levels and other aspects, e.g., whether a single vendor-agnostic model or multiple vendor-specific models are required to support a certain functionality. 
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Fig. 3 LCM for UE-side model
                     

                   
2.2.2.2. LCM for One-sided and Two-sided models
In RAN1#110b-e the following were agreed regarding different aspects of LCM. 
	Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE




In our view, LCMs for one-sided and two-sided models entail different requirements and specification impact. In this regard, we present our views on LCM of one-sided and two-sided models, respectively.

A. LCM for One-sided (UE-side) Models
LCM of one-sided model poses different requirements for UE-side and network-side models. We focus our discussion on the LCM of UE-side model as it is of more interest than the network-side model. LCM for UE-side model may include the blocks as depicted in Fig. 3. For example, a model might be transferred via air-interface to the UE, if collaboration Level z-1 is considered. In another example, it can be UE's own model, which is not the one transferred from the network, if collaboration Level y-1 is considered. Even in such case, UE-side models may be registered to the network such that the network can be aware of the models available at the UE’s side. This would help the network to provide appropriate assistance information including model (de)activation, and switching. In some systems, a model might be updated or fine-tuned after being activated. Such online model update may also require assistance information from the network. An updated model can then be re-deployed and its inference output can be utilized by the UE to make decisions. The inference output can also be reported to the network depending on the use case or for the purpose of performance monitoring. Monitoring the performance of a UE-side model may also require some assistance information from the network.
 Table 5: Signalling requirement for LCM of one sided and two sided models.
	No.
	LCM function
	Signaling requirement for  one-sided model LCM
	Signaling requirement for two-sided model LCM

	1.
	Model registration
	Optional
	Compulsory

	2.
	Model (de)activation, switching
	Optional
	Compulsory

	3.
	Model monitoring
	Optional
	Compulsory

	4. 
	Model update
	Optional
	Compulsory




B. LCM for Two-sided Models
LCM for a two-sided model has more stringent requirements as compared to one-sided models. As an example, activation, deactivation and switching of one part of the model in a transparent manner without informing the other side is not possible. Moreover, model monitoring at the UE with direct performance metrics based on the output of the model is not possible, if one part of the model, including model structure and inference output, at the network side is not accessible by the UE. In Table 5, we summarized LCM functions for two-sided models that require compulsory signalling between the UE and the network. On the other hand, for one-sided models, these LCM functions can be carried out in a specification transparent manner and the corresponding signalling is an optional engineering.  
Proposal #7: Study different levels of requirements involved with the life cycle management for one-sided and two-sided models, respectively. 
2.2.3. Two-sided Models Development 
RAN1#110 under the agenda item 9.2.2.2 agreed on the following three types of AI/ML model training collaborations for two-sided model based CSI compression. 

	Agreement RAN1#110 under AI 9.2.2.2
In CSI compression using two-sided model use :case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 



In general, two-sided models can be developed either by a single vendor (Type 1) or by two or more vendors through collaboration (Type 2 and 3).  In all the three types, the two-sided models can be either developed in an offline setup or online setup wherein in the latter the collection of training inputs (data, gradient values etc.) is via the air-interface. However, online model development and update requires sharing extensive training dataset and other quantities such as backpropagation gradient values for training. 

Proposal #8: Deprioritize two-sided model training collaboration that requires extensive training, validation and testing dataset sharing in this study item.  
Moreover, the model delivery in the above three types can be via model transfer over the air-interface or based on transparent methods to the physical layer, e.g., preinstalled models. In RAN1#109-e, some companies raised concerns on the proprietary aspects of AI/ML models. This imposes further constraints on model sharing between UE and network vendors. 

      Table 6: Various two-sided model training collaborations 
	No.
	Two-sided model training collaborations 
	 Model development
	Model delivery
	Can a model be proprietary  

	1.
	Developed by UE shared to the network
	 Offline or online 
	Transparent or model transfer
	No

	2.
	Developed by network shared to the UE
	 Offline or online 
	Transparent or model transfer
	No

	3.
	Developed via multi-vendor collaboration
	 Offline or online 
	Transparent or model transfer
	Possible 



Among the agreed three types for two-sided model training collaborations, Type 2 and Type 3 can protect the model to be proprietary. Additionally, Type 2 and 3 allow the model to be developed while considering optimization for the target node’s hardware and implementations. However, Type 2 and Type 3 also pose a concern in terms of scalability in model development. It is not practical for each vendor to setup a training session or exchange training dataset or reference models with each potential collaborating vendor. 


  Table 7: Three types of training collaborations agreed to be studied for two-sided model development for CSI compression

	
	Can model be proprietary?
	Optimization for UE/gNB hardware/implementation 
	Model development/training scalability
	Model management scalability (storing, monitoring, updating, etc.)
	Possible overhead

	Type-1:
Joint training at one side
	No
	Not supported 
	Scalable
	· No issues for over-the air-transfer  (use and discard).
· Otherwise, UE/gNB has to manage multiple models. 
	· Model transfer overhead,  if it is over-the-air-interface

	Type-2:
Joint training at the two sides
	Yes
	Supported 
	Not scalable 
· Two vendors train the network in one session.
· A vendor has to contact each collaborating vendors for offline engineering.
	· Has to be verified whether a single a UE-side model works with multiple gNB-side models, and vice versa.

	· Dataset, forward and backward propagation values delivery overhead, if over the air interface.

	Type-3:
Separate training at the two sides
	Yes
	Supported 
	Not scalable
· Independent training sessions.  
· Vendors has to receive training data or reference model from collaborating vendors. 
	· Has to be verified whether a single  UE-side model works with multiple gNB-side models, and vice versa.
 
	· Dataset delivery overhead, if over-the-air-interface. 
· Reference model delivery overhead, if over the air interface. 




The above types can be utilized for both offline and online model development, update or fine-tuning. As an example, in Type 2, two-vendors can collaborate for offline engineering outside the 3GPP’s framework (possibly on a private server). These vendors may share training dataset and backpropagation gradient values without disclosing their respective models. However, this method may still require two-vendors to have the same structure of the model, and the input 
(the batch) of the training dataset also needs to be aligned. That is, the models from both sides need to be paired and based on the same baseline architecture, e.g., ResNet, DenseNet, etc., at the minimum to achieve expected performance. In this case, the model proprietary issue cannot be fully resolved. On the other hand, for online model development, update or fine-tuning, the backpropagation gradient values and the training dataset has to be shared online via either air-interface or in a transparent manner to the physical layer. However, such online update will be inefficient due to sharing large size training dataset and backpropagation values. 

[image: ]

Fig. 4 Different approaches for two-side model development without disclosing models from each side
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Fig. 5 Different examples for Type 3
 
Type 3, i.e., separate training of the two sides at the UE and network side, can assume multiple flavours.  As illustrated in Fig. 5, Type 3-1 Sequential training, can start at the network side or UE side. When the network side starts the training, the network trains the ENC* and DEC as an example, and generate the labelled dataset, {V, c}, for the input space and latent-space based on the trained model. This labelled dataset can then be shared with the UE-side for the training of its model, e.g., ENC., based on a supervised learning. Then, the UE and network would deploy ENC. and DEC., respectively. As shown in Fig. 5, a similar procedure can be followed to train the two-sides sequential starting from UE-side. 

[image: ]
Fig. 6 One realization of Type 3-3 [Parallel training]

Similarly in Type 3-2, collaborating vendors may share reference models. As an example, for an auto-encoder based CSI compression, a UE and network vendors provide their reference decoder and encoder models, respectively. The reference models may not be considered as proprietary to the vendors, thus, can be shared with other vendors without concerns. Finally, the two vendors train their respective proprietary models with respect to the shared reference models (e.g., a UE vendor trains its proprietary encoder with respect to the shared reference decoder). The performance might be impacted by the reference models, which requires further investigation. In order for the two proprietary models from UE and network vendors to match, they might needs to be trained with the same dataset or, at least, a dataset with the same distribution. Moreover, if two proprietary models are well generalized across several different datasets (e.g., in case that the distributions of datasets are quite similar), they might be trained with the datasets with similar but not exactly identical distribution. For this purpose, the collaborating vendors have to share information (metadata) on the dataset or the training dataset between themselves. Otherwise, if different training datasets are used by different vendors, it might lead to performance degradation.  

Finally, a third approach, Type 3-3, can be considered in which vendors independently train their respective models by keeping some structure in the latent space. As an example, vendors may agree on reference dataset to guide (alugn among proprietary implementations) the mapping of the input space, V, to the latent space, c. Then, they may agree on a general mapping principle, as an example conserving distance in the input and latent space. This may require an agreement on how to measure distance in the two spaces. Finally, each side can train their respective model separately based on the agreed reference datasets and agreed upon mapping philosophy.  However, the feasibility and performance of such model development is yet to be studied.

 In order to mitigate the aforementioned scalability issue in the model development for Type 3, training inputs/aspects that are shared by the collaborating vendors can be standardized. As an example, reference datasets, reference models, mapping principles can be standardized.  

For the above three approaches, the models are assumed to be pre-stored in the hardware. Without model transfer, it cannot be updated or fine-tuned for different scenarios. Therefore, the generalization performance needs to be carefully evaluated. 

      

Table 8: Challenges for the three types of training collaboration 
	No.
	Two-sided model development approach
	 Model development
	Exchanged quantities
	Challenges 

	1.
	Type 2 via gradient values sharing. 
	 Offline or online 
	· Training dataset 
· Inference output
· Backpropagation gradient values 
	· Scalability 
· Overhead for online development (dataset sharing and gradient values sharing)
· Not aligned with 3GPP’s philosophy of open development 

	3
	Type 3-1 via labeled-data sharing  [Sequential]
	 Offline or online 
	· Labeled training dataset
· 
	· Scalability 
· Overhead for online development (dataset sharing and reference model sharing)
· Not aligned with 3GPP’s philosophy of open development

	2.
	Type 3-2 via reference model sharing  [Parallel] 
	 Offline or online 
	· Information on training dataset or metadata
· Reference models
	· Scalability 
· Overhead for online development (dataset sharing and reference model sharing)
· Not aligned with 3GPP’s philosophy of open development

	3.
	Type 3-3 via separate training based on structured latent space [Parallel] 
	 Offline or online 
	· Reference dataset and distance measurement metric, if not standardized
	· Performance has not yet been verified. 
· Overhead to align dataset



Proposal #9: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the model development approaches adhere to 3GPP’s open and fair framework 



2.2.4. Other LCM Aspects: Model Monitoring, Dataset Collection 

In RAN1#110b, the following are agreed in regards to model moitoring

	Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
5. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
5. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures



The agreed monitoring methods could be classified as direct, i.e., monitoring based inference accuracy, or indirect, e.g., monitoring based on system performance, input/output distribution, monitoring based on application condition. Based on the agreed model monitoring KPIs, it is obvious that direct monitoring methods may provide accurate and low-latency monitoring at the expense of higher monitoring overhead and in some cases complexity. 

 
Proposal #10: Study direct model monitoring, e.g., monitoring based on inference latency, and indirect monitoring, e.g., monitoring based on system performance, input/output data distribution, application condition, per use case.  
· Prioritize methods that do not require specifying monitoring metrics unless justified. 

Moreover, the following conclusion was made regarding assistance for data collection. 

	Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)



In our view, both network-side and UE-side data collection and assistance information sharing can be studied. 

Proposal#11: Study the following two directions of data collection where applicable, assess their pros and cons and specification impact:
· Network-side data collection and assistance information from UE
· UE-side data collection and assistance information from network
Some discussion was made on the use case, necessity, benefit, and potential spec. impact of dataset exchange based on 3GPP signalling for the purpose of model training. Moreover, it was suggested to consider the mechanism transparent to 3GPP signalling as reference, if applicable. However, companies first should discuss per (sub) use case the feasibility/frequency/overhead of dataset collection before designing the sharing framework. Moreover, it is not easy to compare against something out of 3GPP’s scope. The study may focus on if the 3GPP specified way is necessary or not.

Proposal#12: Study per each use case the feasibility/frequency/overhead of dataset collection before designing the dataset sharing framework












































3 Evaluation methodology

3. 
4. 
3.1. General discussion on KPIs
In RAN1#110, the following initial list common KPIs are agreed for evaluating performance benefits of AI/ML. 

	Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIsNote: Use-case specific KPIs may be additionally considered for the given use-case. 



A starting point would be identifying the KPIs relevant for AI/ML based operations. To simplify the discussion on the determination of KPIs and their use in evaluating AI/ML based solutions, we propose to categorize KPIs into two categories
· Performance-related KPIs: These are KPIs that are directly related to the performance of an AI/ML based solutions for the considered use case. Taking the CSI feedback enhancement use case as example, this category may include direct performance indicators such as UPT, inference latency, and feedback overhead.  
· Capability/complexity-related KPIs: This is a category of KPIs that are related to AI/ML operation but does not directly relate to the performance of AI/ML algorithm. The KPIs in this category may rather indicate the required capability for UE to operate a given AI/ML model. An example of KPIs that may fall under this category includes computational complexity, overhead associated with AI/ML model life-cycle management, power consumption, memory storage and other associated hardware requirements (including for given processing delays). 

For capability-related KPIs, the following aspects needs to be studied. 
· Size of model (storage requirement)
Since UE or gNB need to store the AI model for inference and the required storage size for AI/ML models can vary significantly, the size of AI models need to be considered as one of the capability-related KPIs, at least for AI/ML at the UE side. Moreover, this may be one of KPIs if AI/ML models need to be exchanged between UE and gNB, depending on how to transfer the AI/ML models.  
· Inference/training complexity and latency 
Inference complexity and training complexity when applicable. Both AI model training and inference require computation. If online training is a part of the study, the training complexity needs to be considered. The number of FLOPs is widely used to evaluate the computational complexity of AI/ML inferencing. Besides, latency is another key metric for AI model evaluation since this has an impact to the system performance. Latency is related to the computational complexity of the UE. Moreover, different AI models may allow different levels of parallel operation resulting in different latency even if two models have the same size. Latency can be studied together with the inference / training complexity.
· Generalization 
Generalization is one of the main aspects to evaluate an AI model. The generalization performance of a model is a particularly useful metric if a single model is employed across multiple deployment scenarios, e.g., UMa, UMi, etc., or other varying scenarios such as UE speed, or even configuration, e.g., various antenna configurations. As an example, a degree of the performance degradation over the co-scenario performance (i.e., the performance when the distributions of training and inference datasets are the same) can be used. If the degree of the performance degradation is marginal, this implies that the trained AI model generalize well across different scenarios.
· Model management complexity
For some use cases, the model needs to be updated frequently, or multiple models are needed for different scenarios or for different UEs. The model management complexity needs to be considered in the evaluation together with specification impact or collaboration levels.   
Another issue regarding evaluation is whether models are needed to be disclosed for fair evaluation (fair comparison and reproducibility of results. If so what aspect of the model should be disclosed, e.g., only model architecture, or entire model parameters, etc. It our view, it is not efficient to disclose the entire model and its parameters. However, if companies disclose some higher level description of their models such as the type of model, number of layers etc., it would help to compare results and assist on drawing some conclusions.  One important observation is that the inference latency is related type of neural network due to different level of parallelization they allow. As an example, CNN and LSTM networks with a comparable number of parameters do not incur the same inference latency. 
Proposal #13: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. Higher level description includes 
· Types of neural network for AI/ML model, e.g., CNN, LSTM, transformer, etc.
· Number of layers




3.2.1 Generalization Performance 
In RAN1#110, the following agreements were taken about verification of the generalization performance of AI/ML models under agenda items 9.2.x.1.  

	Agreement RAN1#110 under AI. 9.2.2.1
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Working Assumption RAN1#110b-e
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.


Agreement RAN1#110 under AI 9.2.4.1
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
(a) Different drops
· Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
(b) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.




In our view, it is better if a general framework for verification of the generalization performance of AI/ML model is agreed. In this respect, we believe the agreement taken under 9.2.2.1 is general enough and can be adopted as a general guideline for the use-cases considered in this SI and future endeavours. As an example, UE drops, clutter parameters and network synchronization error fall under evaluation scenarios. 

Proposal #14: The following cases for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

In RAN1#109-e  to RAN1#110b, the following approaches were highlighted as potential approaches towards generalization performance of AI/ML models. The following list up the respective potential issues for the approaches.

Table 9: Various approaches to achieve good performance across different scenarios/configurations/sites 
	No.
	Approach
	Potential issues

	1.
	Training with mixed dataset
	· Mixing scenarios/configs for training dataset generation is combinatorial and complex

	2.
	Switch through a family of AI/ML models for a single task
	· Requires scenario discovery or assistance information from gNB
· Overhead (storage, LCM) of keeping multiple models
· Scalability with respect to a new scenario/config

	3.
	Model update 
(transfer learning)
	· Partial (subset of layers) and full model update with site (scenario/config) related training data
· Updating overhead
· How to update a two-sided model without model sharing?



In RAN1#110b the following is agreed regarding the various methods 
	Agreement RAN1#110b-e
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.




RAN1 can further study the various the requirements of the agreed approaches to achieve good performance across multiple scenarios, configurations and sites.  For example, it is not practical for a UE to be equipped with a model for each of the possible combination of configurations a gNB may have, e.g., antenna ports configuration.  Similarly, a gNB is not expected to be equipped with a model for each possible UE side configurations. Moreover, gNB may want (be only able) to do inference based on a single model to all UEs served by it. In such cases, model input/output pre/post processing may help in to achieving configuration-agnostic models. Thus we propose the following: 

Proposal #15: For approached to achieve goo d performance across different scenarios/configurations/sites, e.g., model generalization, model switching, model update, etc., study 
· Approaches to discover and/or report scenarios/configurations/sites   
· Model input/output pre/post-processing and the additional side-information  required to achieve           model  generalization











4 Conclusion
[bookmark: _GoBack]In this contribution the following proposals and observations are made:

Proposal 1: RAN1 can consider the following terminologies and their description: 

	Terminology
	Description

	Model deployment 
	A process of preparation of a trained AI/ML model for inference. A deployed model is ready for inference at the target device.

	Model registration

	Assignment of an identification for an AI/ML model by the network. The identification can be used to identify a model for its life-cycle management. 
Note: The identification can be based on explicit model ID to identify an AI/ML model or based on an implicit ID to identify a model via the associated AI/ML functionality.
· The explicit model ID may or may not be known by the UE and network prior to model registration.  

	Model configuration
	A process of setting the tuneable aspects of an AI/ML model to be used for model inference or model training.  



Proposal #2:  Confirm the working assumption regarding the boundary for collaboration level y-z by clarifying “ transparent to 3GPP signalling” as follows
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
Clarifying note: Level y includes cases without model delivery. 
Clarification note2: “transparent to 3GPP signalling” means neither the model delivery nor information related to model delivery is supported via control plane. 

Proposal #3:  Further define sub-levels for Level x and Level y for one-sided and two-sided models as
Level x: No collaboration
Level y-1: Signalling-based collaboration for one-sided model without model transfer
Level y-2: Signalling-based collaboration for two-sided model without model transfer
Level z-1: Signalling-based collaboration for one-sided model with model transfer
Level z-2: Signalling-based collaboration for two-sided model with model transfer

Proposal #4: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-  Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
 -  Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Observation #1:  The following two alternatives are possible for identification of AI/ML model/functionality 
Alt1: Explicit model ID pointing at an AI/ML model
Alt2: Implicit model ID pointing at the associated AI/ML functionality, i.e., use case, scenario, configurations. 

Observation #2:  Explicit model ID pointing at an AI/ML model can be 
Alt1-1: Static and explicit model ID, e.g., configured by the network for LCM functions such as model selection, switching, activation, etc. 
Alt1-2: Dynamic and explicit model ID, predefined and known by the UE and network prior to LCM assistance, e.g., a ‘global’ model ID used for model upload, download, and vendor identification. 


Proposal #5:  Further consider two categories for model transfer
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for a completely new model to the receiving node.

Observation #1: For one-sided models, including both UE-side model and network-side model, model LCM assistance can be supported without explicit identification of a model. 
· For a model in one node, LCM assistance can be provided by the other node based on implicit model ID pointing to the associated functionality, e.g., scenarios configurations, of the model.


Observation #2: For LCM assistance of two-sided models, explicit identification of a model is mandatory. 
· Whether the model ID should be known by the network and the UE prior to the model registration is dependent on network-UE collaboration levels and other aspects, e.g., whether a single vendor-agnostic model or multiple vendor-specific models are required to support a certain functionality. 
Proposal #6:  Study the following two alternatives for identification of AI/ML model/functionality for LCM
Alt1: Explicit model ID pointing at an AI/ML model
Alt2: Implicit model ID pointing at the associated AI/ML functionality, i.e., use case, scenario, configurations. 

Proposal #7: Study different levels of requirements involved with the life cycle management for one-sided and two-sided models, respectively. 
Proposal #8: Deprioritize two-sided model training collaboration that requires extensive training, validation and testing dataset sharing in this study item.  
Proposal #9: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the model development approaches adhere to 3GPP’s open and fair framework 

Proposal #10: Study direct model monitoring, e.g., monitoring based on inference latency, and indirect monitoring, e.g., monitoring based on system performance, input/output data distribution, application condition, per use case.  
· Prioritize methods that do not require specifying monitoring metrics unless justified. 

Proposal#11: Study the following two directions of data collection where applicable, assess their pros and cons and specification impact:
· Network-side data collection and assistance information from UE
· UE-side data collection and assistance information from network
Proposal#12: Study per each use case the feasibility/frequency/overhead of dataset collection before designing the dataset sharing framework

Proposal #12: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. Higher level description includes 
· Types of neural network for AI/ML model, e.g., CNN, LSTM, transformer, etc.
· Number of layers

Proposal #13: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. Higher level description includes 
· Types of neural network for AI/ML model, e.g., CNN, LSTM, transformer, etc.
· Number of layers

Proposal #14: The following cases for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Proposal #15: For approached to achieve good performance across different scenarios/configurations/sites, e.g., model generalization, model switching, model update, etc., study 
· Methods to discover and/or report scenarios/configurations/sites   
· Model input/output pre/post-processing and the additional side-information  required to achieve           model  generalization
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