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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of potential specification impacts as following.
	1. Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signaling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk99710673]In this contribution, we discuss potential specification impacts on AI/ML for positioning accuracy enhancements based on sub use cases.
2. [bookmark: DocumentFor]Discussion
At the RAN1#110bis-e meeting, following agreement was made for the study on benefit(s) and specification impact of AI/ML based positioning accuracy enhancement [2].
	Agreement
Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement: 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


We discuss the potential specification impacts of positioning accuracy enhancements from perspectives of data collection, model inference and model monitoring for above cases.
2.1. Data collection
The following agreement was made at the RAN1#110bis-e meeting for the data collection in AI/ML model training.
	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data


More details need to be discussed on the issue of data collection. Firstly, what data should be collected in data collection needs to be determined, e.g., ground truth data of UE coordinates, intermediate values for positioning. For AI based positioning, this information should be associated with the corresponding timing information to ensure the accuracy of positioning in near real time. Secondly, how to collect ground truth data for AI-based positioning and the requirement of ground truth data should be discussed. Since the ground truth data is necessary for model monitoring, it is better to discuss how to obtain the ground truth data as a high priority. In our understanding, the ground truth data can be acquired by UE report, where the GNSS capability is required, or acquired from PRU, whose location information is known by the network. 
Proposal 1:
The ground truth label can be UE coordinates and/or intermediate values with timing information.
Proposal 2:
Discuss how to collect ground truth data for AI-based positioning and the requirement of ground truth data, e.g., via UE report/PRU, as a high priority.
2.2. Model inference
The potential specification impacts of model inference can be analyzed based on the aforementioned cases as shown in Table1.
Table1 The expected specification impacts of model inference for different cases
	Cases
	Expected specification impact of model inference

	Case 1
	No specification impact on signaling exchange

	Case 2a
	May have specification impact on new signaling exchange from gNB/LMF to UE, e.g., assistance info./measurements to extract new feature;
May have specification impact on new signaling exchange from UE/gNB to LMF, e.g., output new intermediate feature;

	Case 2b
	May have specification impact on new signaling exchange (e.g., CIR) between UE/gNB and LMF;  

	Case 3a
	May have specification impact on new signaling exchange from LMF to gNB, e.g., assistance info./measurements to extract new feature
May have specification Impact on new signaling exchange from gNB to LMF, e.g., output new intermediate feature

	Case 3b
	May have spec. impact on new signaling exchange (e.g., CIR) between gNB and LMF;  


For both direct AI/ML positioning and AI/ML assisted positioning, the types of measurements for the model inference inputs can be channel information, such as CIR, CFR, and/or existing measurements/assistance information, e.g., LOS/NLOS indication, AoA, ToA, RSTD, Rx-Tx time difference, RSRP/RSRPP, etc. When the existing measurements/assistance information is used for the inference inputs, no specification impact related to the signaling of measurement information for the model inference inputs is observed for all cases. However, when some measurements/assistance information such as channel information that are not included in the existing framework are required for AI model inference input, the channel information should be reported to LMF by UE or gNB, e.g., via LPP or NRPPa, for case 2b and case 3b. For other cases, there is no specification impact caused by the signaling of measurement information for the inference input. 
The model inference output can be UE locations and intermediate parameters in direct AI/ML positioning and AI/ML assisted positioning, respectively. For case 2a and case 3a, the specification impact depends on whether new/ enhanced parameters are considered. If new/ enhanced parameters are applied as model inference output of AI/ML assisted positioning, there may be some specification impacts on new signaling exchange for case 2a and case 3a, otherwise, no specification impact is observed for all cases. 
Proposal 3:
For case 2b and case 3b, study UE or gNB reporting channel measurement information to LMF.
Proposal 4:
For case 2a and case 3a, study whether/how to introduce new signaling exchange of new/enhanced parameters based on model inference results. 
2.3. Model monitoring
Considering the specification impact on AI/ML model monitoring, the following agreement was made at the RAN1#110bis-e meeting:
	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded


Meanwhile, the following agreement was made in AI 9.2.3.2 discussion at last meeting, 
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation


For the model monitoring, three alternatives were agreed to be considered for BM use cases. For AI/ML based positioning use case, we think it is better to clarify model monitoring types in the same manner so that the detailed specification impacts of model monitoring could be studied. In our view, the similar alternatives as BM cases can be considered in AI/ML based positioning, i.e., UE side monitoring (UE monitors and UE makes decisions), LMF side monitoring (LMF monitors and LMF makes decisions), gNB side monitoring (gNB monitors and gNB makes decisions), and hybrid monitoring (UE/gNB monitors and LMF makes decisions, or UE/LMF monitors and gNB makes decisions). 
Proposal 5:
Clarify model monitoring types for AI/ML based positioning use cases. Similar alternatives as BM cases can be considered in AI/ML based positioning, i.e. UE side monitoring, LMF side monitoring, gNB side monitoring, and hybrid monitoring. 
Considering the procedure of model monitoring for AI/ML based positioning, firstly, the inference results may (or may not) be transmitted to the entity which performs monitoring. Then, the inference values are compared with performance metrics. And the comparison results may (or may not) be reported to the entity which determines operations after monitoring. The operation, e.g., model switching/ update, fallback operation, etc., is finally determined by the entity obtaining the comparison results. The detailed options of procedures based on aforementioned cases as well as corresponding specification impacts of model monitoring can be analyzed as shown in Table2.
Table2 Options of procedures and specification impact of model monitoring for different cases
	Cases
	Options of monitoring procedure and spec. impact

	Case 1
	Opt1. UE monitors the performance metric, UE makes decisions of upcoming operations
Opt2. NW monitors the performance metric (UE reports inference results to NW), NW makes decisions of upcoming operations 
Opt3. NW monitors the performance metric (UE reports inference results to NW), UE makes decisions of upcoming operations (NW indicates the comparison information to UE)
Opt4. UE monitors the performance metric (UE reports the comparison information to NW), NW makes decisions of upcoming operations


	Case 2a
	

	Case 2b
	Opt1. LMF monitors the performance metric, LMF makes decisions of upcoming operations
Opt2.UE/gNB monitors the performance metric (LMF indicates inference results to UE/gNB), UE/gNB makes decisions of upcoming operations 
Opt3. UE/gNB monitors the performance metric (LMF indicate inference results to UE/gNB), LMF makes decisions of upcoming operations (UE/gNB reports comparison information to LMF)
Opt4. LMF monitors the performance metric, UE/gNB makes decisions of upcoming operations (LMF indicates the comparison information to UE/gNB)

	Case 3a
	Opt1. gNB monitors the performance metric, gNB makes decisions of upcoming operations
Opt2.UE/LMF monitors the performance metric (gNB indicates inference results to UE/LMF), UE/LMF makes decisions of upcoming operations 
Opt3. UE/LMF monitors the performance metric (gNB indicates inference results to UE/LMF), gNB makes decisions of upcoming operations (UE/LMF reports comparison information to gNB)
Opt4. gNB monitors the performance metric, UE/LMF makes decisions of upcoming operations (gNB indicates the comparison information to UE/LMF)

	Case 3b
	Same as case 2b


For case 1 and case 2a, as it is better for NW to be aware of UE side models and control models switching/ update/ fallback as well as other procedures of LCM, Opt1 is not preferred. Opt3 requires data transmission of inferenced output and comparison information between UE and NW, which may cause large signaling overhead but without obvious benefit. Therefore, Opt3 is not preferred. For Opt4, if the NW node is gNB, i.e. monitoring/decisions at gNB side, extra signaling exchange between UE and gNB is required without obvious benefit. Therefore, Opt4 with LMF as the NW node is better than gNB as the NW node. Thus, for case 1, Opt2 and Opt4 with the LMF as NW node are preferred. 
For case 2b and case 3b, Opt2/3/4 may lead to large signaling overhead without obvious benefit. On the other hand, it may cause privacy issue to signal the output of direct positioning model to UE or gNB, in case of monitoring or decisions at UE or gNB side. Therefore, Opt2/3/4 are not preferred for case 2b and case 3b. Opt1 is preferred.
For case 3a, Opt3 is also not preferred due to the same reason as other cases. For Opt2, if monitoring/decision is performed at UE side, extra signaling exchange is needed between UE and gNB, while no obvious benefit can be observed. Therefore, Opt2 with monitoring or decision at LMF side is better. For Opt4, new signaling exchange between gNB and LMF for the transmission of comparison information would be needed compared to Opt2. However, if the ground truth data can be obtained by gNB instead of LMF, the signaling of ground truth data does not need to be transmitted from gNB to LMF for model monitoring in Opt.4. Thus, hybrid monitoring of decisions made on LMF side could be beneficial according to how to obtain the ground truth data. Therefore, for case 3a, Opt1,Opt2 with LMF side, Opt4 of decisions made on LMF side are preferred. 
Observation1:
According to the analysis on the potential specification impacts of model monitoring of AI/ML base positioning, 
· For case 1/2a, LMF side model monitoring, or hybrid monitoring of decisions made on LMF side is preferred.
· For case 2b/3b, LMF side model monitoring is preferred
· For case 3a, LMF side model monitoring, gNB side monitoring, or hybrid monitoring of decisions made on LMF side is preferred
3. Conclusion
In this contribution, we discussed the sub use-cases and potential specification impacts on AI/ML for positioning accuracy enhancement. Based on the discussion we made the following observation and proposals.
Observation1:
According to the analysis on the potential specification impact of model monitoring of AI/ML base positioning, 
· For case1,2a, LMF side model monitoring, or hybrid monitoring of decisions made on LMF side is preferred.
· For case2b,3b, LMF side model monitoring is preferred
· For case3a, LMF side model monitoring, gNB side monitoring, or hybrid monitoring of decisions made on LMF side is preferred
Proposal 1:
The ground truth label can be UE coordinate and/or intermediate value with timing information.
Proposal 2:
Discuss how to collect ground truth data for AI-based positioning and the requirement of ground truth data, e.g., via UE report/PRU.
Proposal 3:
For case2b and 3b, study UE or gNB reporting channel measurement information to LMF.
Proposal 4:
For case2a and case 3a, study whether/how to introduce new signaling exchange of new/enhanced parameters based on model inference results. 
Proposal 5:
Clarify model monitoring types for AI based positioning use case. Similar alternatives as BM cases can be considered in AI positioning, i.e. UE side monitoring, LMF side monitoring, gNB side monitoring, hybrid monitoring. 
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