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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of the evaluation on use cases as following.
For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

In this contribution, the AI/ML-based CSI feedback enhancement on overhead reduction and accuracy improvement are discussed.
2. Discussion on the evaluation on AI/ML for CSI feedback enhancements
2. Sub use-case description
[bookmark: _Hlk101767974]At the RAN1#109-e meeting, the following agreements related to CSI compression with two-sided models were made [2] [3]. 
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side. 

Fig. 1 illustrates the framework of spatial-frequency domain CSI compression using two-sided AI models. As shown in Fig. 1, UE is equipped with an AI/ML encoder to compress CSI into encoded bits, while the corresponding AI/ML decoder is deployed on gNB to reconstruct CSI from encoded bits. In CSI compression with two-sided models, UE calculates downlink CSI, such as channel matrix or precoding matrix, and feeds the CSI into the encoder for compression. After the AI/ML encoder extracts essential features and outputs the encoded bits, UE reports the encoded bits to gNB where CSI can be reconstructed from encoded bits with the AI/ML decoder.
[image: ]
Figure 1. The framework of auto-encoders of CSI feedback.
[bookmark: _Hlk100765066]With this AI/ML-based CSI compression, accuracy improvements under a certain overhead of CSI reports and/or overhead reduction for CSI reports achieving a certain performance can be expected. In the subsequent sections, we discuss the evaluation methodology and simulation results of this sub use-case. 
2. Evaluation methodology
In this section, we provide our views on evaluation methodologies and the simulation assumption of our simulation results. 
2.2.1	Intermediate performance
At the RAN1#110bis-e meeting, the following agreement and working assumption were made for the intermediate KPI [4]:
	Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)


Since the disorder issue mainly happens when the input CSI and target CSI of the AI/ML model are from different types of channel estimation, e.g. input CSI is from realistic channel estimation while target CSI is from ideal channel estimation. In order to avoid this issue and ensure the correct calculation, we assume the same type of channel estimation for both input and output in the simulation for intermediate performance, i.e., ideal channel estimation.
When the rank > 1 case is considered, since Method 3 could clearly show the performance for each layer independently, we think it is enough to use Method 3 as the intermediate KPI for the multiple layers.
Proposal 1: Method 3 is enough for the SGCS calculation for rank >1 cases.
2.2.2	Eventual performance
At the RAN1#110bis-e meeting, the following conclusions and agreements were made regarding the evaluation methodology and KPI for the eventual performance of AI/ML based CSI feedback on top of the general EVM agreed at the previous meetings:
Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Traffic model’ in the baseline of EVM is captured as follows:
Traffic model	
At least, FTP model 1 with packet size 0.5 Mbytes is assumed
Other options are not precluded.
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations
· Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit
· Companies to report the raw channel is in frequency domain or delay domain
· Precoding matrix
· Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
· Other input/output types are not precluded
· Companies to report the combination of input (for CSI generation part) and output (for CSI reconstruction part), 
· Note: the input and output may be of different types
Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for the calculation of intermediate KPI, the following is considered as the granularity of the frequency unit for averaging operation 
· For 15kHz SCS: For 10MHz bandwidth: 4 RBs; for 20MHz bandwidth: 8 RBs
· For 30kHz SCS: For 10MHz bandwidth: 2 RBs; for 20MHz bandwidth: 4 RBs
Note: Other frequency unit granularity is not precluded and reported by companies

Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods

Conclusion
If ideal DL channel estimation is considered (which is optional) for the evaluations of CSI feedback enhancement, there is no consensus on how to use the ideal channel estimation for dataset construction, or performance evaluation/inference.
· It is up to companies to report whether/how ideal channel is used in the dataset construction as well as performance evaluation/inference.

In this contribution, we provide the SLS performance based on the concluded/agreed evaluation methodologies as above. The detailed assumptions and values are given/reported in the Table 1. 
Table 1. Simulation parameters
	Parameter
	Value

	Duplex, Waveform
	FDD/TDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	4GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	44dBm for 20MHz

	BS antenna height
	25m

	UE antenna height & gain
	According to TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC Max code-block size = 8448 bits

	Numerology
	30KHz, 14 OFDM symbol slot

	Simulation bandwidth/granularity
	20MHz (48RB)/12 subbands (4 RBs per subband) 

	Frame structure
	Slot format 0 for all slots

	MIMO scheme
	SU/MU with rank adaptation
Maximum 8 MU layers

	CSI feedback
	CSI feedback periodicity:  5 ms,
Scheduling delay:  4 ms

	Overhead
	2-symbol

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes 

	RU
	20%/50%/70%

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation 
	Ideal channel estimation for dataset construction
Ideal channel estimation for CSI acquisition
Realistic channel estimation for demodulation

	KPI
	5% UPT, Average UPT

	Baseline
	Rel-16 Type II codebook

	(De-)quantization method
	2-bit uniform before/after decoder/encoder

	Input for AI/ML model
	Precoding matrix(eigenvector)

	Output for AI/ML model
	Precoding matrix(eigenvector)


Besides, the rank adaptation is applied in our simulation, where the rank is determined by UE based on the expected throughput with the reconstructed CSI. Since the rank adaptation is conducted in the simulation, the CSI payloads considering the multiple ranks should be considered. At the RAN1 #110bis-e meeting, the CSI payload size calculation with the rank adaptation was discussed, and the following proposal was made [5]:
	Proposal 3.9.2: For the CSI payload size calculation for AI/ML-based CSI compression as well as the legacy TypeII codebook, the following two options are considered for further down-selection
· Option 1: Payload size is calculated based on the maximum rank.
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. FFS the following understandings
· Option 2a: The above-mentioned “CSI payload” is calculated as each CSI reported payload with a given rank
· Option 2b: The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank


Given that the following agreement was made at RAN1 #109-e meeting [6], if Option 2 in the proposal is adopted, Option 2b should be assumed for AI/ML based CSI feedback. In addition, in order to fairly compare the AI/ML method and baseline method, the same methodology should be used for both of the CSI feedback methods. 
	Agreement
	……
	……

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback) for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	……
	…





Another aspect that should be considered in the rank adaptation discussion is the actual uplink resources allocated for the CSI feedback. Since the rank indicator is determined by UE, the allocated resources scheduled by NW could not be dynamically adjusted with the rank indicator. In that case, one common practical scheduling scheme is to allocate the uplink resource sufficient enough for UE to report the maximum rank CSI. Otherwise, if the inadequate amount of uplink resources is allocated, UE has to truncate the content with the lower priority in the CSI report and it limits the scheduling flexibility at the gNB side. Therefore, from the uplink resource overhead point for view, we think it is also worth observing the CSI payload size based on Option 1.
Proposal 2: If Option 2 is used for the CSI payload size calculation, Option 2b is preferred for both AI/ML method and baseline method (e.g., Rel-16 Type II codebook)
Proposal 3: If the uplink resource overhead is taken into account, Option 1 could also be considered for the overhead evaluation.
· In Option 1, the payload size is calculated as max allowed bits at the highest rank.
2.2.3	Generalization performance
At the RAN1#110 meeting, we provided the simulation results for generalization performance on various deployment scenarios (UMa and UMi) and various carrier frequencies (2GHz and 4GHz) [8], and it was shown that AI/ML model could have good generalization performance under the following tested scenario/configuration A,B, and C. In this contribution, we will further evaluate the performance under various outdoor/indoor UE distributions using the intermediate KPI. Moreover, we will update the results of our previous simulation results considering the new agreement regarding the SGCS calculation on Method 3 as described in Section 2.2.1.
The three scenarios/configurations used in previous contribution:
· Scenario/configuration A: UMa@4GHz
· Scenario/configuration B: Umi@4GHz
· Scenario/configuration C: UMa@2GHz
Besides, we assume the following five scenarios/configurations with different outdoor and indoor UE ratio for UMa:
· Scenario/configuration D: Outdoor/Indoor=10:0
· Scenario/configuration E: Outdoor/Indoor=8:2
· Scenario/configuration F: Outdoor/Indoor=5:5
· Scenario/configuration G: Outdoor/Indoor=2:8
· Scenario/configuration H: Outdoor/Indoor=0:10
With these various scenarios/configurations, the following cases are considered for verifying the generalization performance for scenario/configuration D~H in Table 2. In order to show the performance of AI/ML models clearly, we selected the simulation parameters where AI-based approach has obvious gain over baseline, i.e. rank 2 transmission with 87bits payload size of CSI feedback.
Table 2. Simulation cases for generalization performance
	Training dataset
	Testing/inference dataset

	D
	D
	E
	F
	G
	H

	E
	D
	E
	F
	G
	H

	F
	D
	E
	F
	G
	H

	G
	D
	E
	F
	G
	H

	H
	D
	E
	F
	G
	H


2. Performance evaluation results
2.3.1	Eventual performance
Fig.2 and Table 3 show that AI/ML based spatial-frequency domain CSI compression could improve the channel re-construction accuracy from the traditional methods: Rel-16 type II codebook. It can be observed that the gain of AI/ML model in high rank is bigger compared with the low rank.
Observation 1: The benefit of AI/ML method is more obvious in higher rank CSI compression.
[image: ]
Figure 2. SGCS performance of AI-based CSI compression and Rel-16 Type II
Table 3. SGCS gain of AI/ML model
	
	49bits(Rank 1)
87bits(Rank 2)
	111bits(Rank 1)
207bits(Rank 2)
	314bits(Rank 1)
609bits(Rank 2)

	Rank 1
	15%
	8%
	8%

	Rank 2
	29%
	13%
	16%


The SLS performance with different traffic loads is shown in Table 4. In general, AI/ML could always provide obvious gain in both 5% UPT and average UPT due to the high accuracy of CSI. Since the UE has more chances to report the rank 2 CSI report due to the more precise CSI reconstruction of rank 2 by AI/ML model as observed in Observation 1, gNB has more flexibility of the scheduling among different transmission schemes, i.e. SU rank 2 or MU rank 2 and MU rank 1, and thus achieves better spectrum efficiency. It results in the large AI/ML gain.
Observation 2: AI/ML could always provide obvious gain over Rel-16 Type II codebook in both 5% and average UPT due to the higher possibility of high rank CSI report.
Specifically, with the same traffic load, e.g., RU = 50%, the performance gain of AI/ML method is different depending on the configuration of the maximum payload size of each rank. When the payload size is low, the possibility of the rank 2 CSI report is neither dominant (>90%) for Rel-16 Type II nor for AI/ML method. In this case, there is still a potential room for the improvement by the AI/ML gain. As the payload size increases, the possibility of the rank 2 CSI report also increases for both methods. Especially, the possibility of the rank 2 CSI report for AI/ML methods starts to be dominant faster than Rel-16 Type II. Thus, the performance gain of AI/ML methods becomes more obvious than in low payload size. When the payload size further increases, the possibility of the rank 2 CSI report for both methods become dominant, and the performance gain of AI/ML methods starts to shrink.
Observation 3: The possibility of the high rank CSI report increases with the payload size increase.
On the other hand, with the same payload size configuration, e.g. rank 1:49bits, rank 2:87bits, the possibility of the rank 2 CSI report decreases, as the traffic load is increased. When the traffic load is high, the SINR becomes low due to the interference. In such low SINR region, it is harder for rank 2 transmissions to get better spectrum efficiency than rank 1 transmission due to lower transmission power of each layer. As a result, the best performance gain of AI/ML method could also be obtained when AI/ML method reaches the dominant point of rank 2 transmission while Rel-16 does not.
Observation 4: The possibility of high rank transmissions decreases with the traffic load increase.
Based on Observation 3 and Observation 4, we could further observe that the high performance gain could be achieved at each traffic load with adequate configuration of payload size. For example, when the RU = 20%, the configuration of (rank 1:49bits, rank 2:87bits) could lead to the performance higher than 19.9% for both 5% and average UPT; when the RU = 50%, the performance gain higher than 20% could still be obtained if the payload configuration is increased to (rank 1:111bits, rank 2:207bits) accordingly. This observation is charted in Fig. 3.
Observation 5: More than ~20% performance gain could be obtained by AI/ML methods for both 5% UPT and average UPT across different traffic loads if adequate payload sizes are configured.
Table 4. SLS performance with different traffic loads

[image: ]
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Figure 3. Performance gain of UPT with different traffic load and payload size
In another angle, the benefit of AI/ML method is to reduce the payload size under the same performance. Since the exact CSI payload sizes of AI/ML methods and Rel-16 Type II codebook are different due to the different ratio of UE-reported rank 1 and rank 2 in the rank adaptation, we use the tendency approximation in Fig. 4 to compare the payload size between the two methods having the same UPT performance under different traffic loads. It is observed that AI/ML could achieve the same SLS performance with around 1/2~2/3 payload size reduction from Rel-16 Type II codebook at high CSI payload size, e.g., 600bits.
[image: ]
Figure 4. Payload size comparison
Observation 6: AI/ML could achieve the same SLS performance with around 1/2~2/3 payload size reduction from Rel-16 Type II codebook at high CSI payload size, e.g., 600bits.
2.3.2	Generalization performance
In Table 5 and Table 6, we updated the evaluation results for scenario/configuration A,B, and C by splitting the SGCS values for each layer of rank 2. It is observed that for both layer 1 and layer 2, the generalization performance is good enough for tested scenarios/configurations A,B, and C.
Table 5. Generalization performance of Layer 1 for scenarios/configuration A~C
	Testing/inference dataset
Methods
	A
	B
	C

	Rel-16 Type II(Rank 2(87bits))
	0.52 
	0.49 
	0.48 

	AI model with training dataset
(Rank 2(87bits))

	Case 1 &
Case 2
	A
	Case 1: 0.58 
	0.57 
	0.57 

	
	
	B
	0.57 
	Case 2: 0.59 
	0.56 

	
	
	C
	0.59 
	0.57 
	Case 3:0.58 

	
	Case 3
	A:B=25:75
	0.58 
	0.59 
	--

	
	
	A:B=50:50
	0.58 
	0.58 
	--

	
	
	A:B=75:25
	0.58 
	0.58 
	--

	
	
	A:C=25:75
	0.59 
	--
	0.58 

	
	
	A:C=50:50
	0.59 
	--
	0.58 

	
	
	A:C=75:25
	0.59 
	--
	0.59 


Table 6. Generalization performance of Layer 2 for scenarios/configuration A~C
	Testing/inference dataset
Methods
	A
	B
	C

	Rel-16 Type II(Rank 2(87bits))
	0.29 
	0.31 
	0.28 

	AI model with training dataset
(Rank 2(87bits))

	Case 1 &
Case 2
	A
	Case 1: 0.46 
	0.45 
	0.43 

	
	
	B
	0.43 
	Case 2: 0.47 
	0.42 

	
	
	C
	0.46 
	0.45 
	Case 3: 0.46 

	
	Case 3
	A:B=25:75
	0.46 
	0.47 
	--

	
	
	A:B=50:50
	0.45 
	0.46 
	--

	
	
	A:B=75:25
	0.46 
	0.46 
	--

	
	
	A:C=25:75
	0.46 
	--
	0.46 

	
	
	A:C=50:50
	0.46 
	--
	0.46 

	
	
	A:C=75:25
	0.47 
	--
	0.47 


We further evaluate the generalization performance for scenarios/configuration D~H as shown in Table 7 and Table 8. Although the performance of indoor UEs is low especially in layer 2, it is observed that AI/ML model could improve the indoor UEs’ performance obviously and keep the gain even when the training dataset is mainly or solely comprised of outdoor UE as long as the amount of training data is enough.
Table 7. Generalization performance of Layer 1 for scenarios/configuration D~H
	Testing/inference dataset
Method
	D
	E
	F
	G
	H

	Rel-16 Type II(Rank 2(87bits))
	0.59 
	0.51 
	0.54 
	0.52 
	0.50 

	AI model with training dataset
(Rank 2(87bits))

	D
	0.66 
	0.58 
	0.63 
	0.59 
	0.60 

	
	E
	0.66 
	0.58 
	0.63 
	0.59 
	0.61 

	
	F
	0.65 
	0.57 
	0.63 
	0.58 
	0.60 

	
	G
	0.64 
	0.56 
	0.62 
	0.57 
	0.59 

	
	H
	0.65 
	0.57 
	0.62 
	0.58 
	0.60 


Table 8. Generalization performance of Layer 2 for scenarios/configuration D~H
	Testing/inference dataset
Method
	D
	E
	F
	G
	H

	Rel-16 Type II(Rank 2(87bits))
	0.44 
	0.34 
	0.40 
	0.29 
	0.28 

	AI model with training dataset
(Rank 2(87bits))

	D
	0.58 
	0.48 
	0.52 
	0.46 
	0.47 

	
	E
	0.58 
	0.48 
	0.52 
	0.47 
	0.48 

	
	F
	0.57 
	0.47 
	0.52 
	0.46 
	0.47 

	
	G
	0.56 
	0.45 
	0.49 
	0.44 
	0.45 

	
	H
	0.56 
	0.47 
	0.51 
	0.46 
	0.47 


Observation 7: Generalization performance of AI/ML model under the tested scenarios/configurations (various deployment scenarios, various carrier frequencies and various outdoor/indoor UE distributions for Uma) is good for both layer 1 and layer 2 in rank 2.
3. Conclusion
In this contribution, we discussed evaluation on AI/ML for CSI feedback enhancement. Based on the discussion we made the following observations and proposals.
Observation 1: The benefit of AI/ML method is more obvious in higher rank CSI compression.
Observation 2: AI/ML could always provide obvious gain over Rel-16 Type II codebook in both 5% and average UPT due to the higher possibility of high rank CSI report.
Observation 3: The possibility of the high rank CSI report increases with the payload size increase.
Observation 4: The possibility of high rank transmissions decreases with the traffic load increase.
Observation 5: More than ~20% performance gain could be obtained by AI/ML methods for both 5% UPT and average UPT across different traffic loads if adequate payload sizes are configured.
Observation 6: AI/ML could achieve the same SLS performance with around 1/2~2/3 payload size reduction from Rel-16 Type II codebook at high CSI payload size, e.g., 600bits.
Observation 7: Generalization performance of AI/ML model under the tested scenarios/configurations (various deployment scenarios, various carrier frequencies and various outdoor/indoor UE distributions for UMa) is good for both layer 1 and layer 2 in rank 2.
Proposal 1: Method 3 is enough for the SGCS calculation for rank >1 cases.
Proposal 2: If Option 2 is used for the CSI payload size calculation, Option 2b is preferred for both AI/ML method and baseline method (e.g., Rel-16 Type II codebook)
Proposal 3: If the uplink resource overhead is taken into account, Option 1 could also be considered for the overhead evaluation.
· In Option 1, the payload size is calculated as max allowed bits at the highest rank.
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