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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in general aspects of AI/ML framework as following.
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

In this contribution, we discuss the general aspects of AI/ML framework.
2. Discussion on general aspects of AI/ML framework
2.1. NW-UE collaboration level
At the RAN1#109-e and the RAN1#110bis-e meeting, the following agreements and the working assumption were made regarding NW-UE collaboration level [2] [3].
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

The signalling, e.g., model transfer, was agreed as one factor of collaboration levels, while other factors, such as one-sided model or two-sided model, are still not precluded for determining collaboration levels as shown in the above agreement [2]. In our view, it is difficult to order NW-UE collaboration levels if two factors are included in them. For example, it is difficult to compare the collaboration levels between two-sided model without model transfer and one-sided model with model transfer, i.e., which one is higher collaboration level. Hence, we prefer to classify NW-UE collaboration levels based on only one factor. 
Proposal 1: Define NW-UE collaboration level based only on signalling perspective.
In addition, the boundary between each level was clarified at the RAN1#110bis-e meeting. If model delivery specified in 3GPP signalling is supported, NW-UE collaboration falls into level z, and the boundary between level x and y was agreed to be whether any dedicated AI/ML-specific enhancement collaboration is supported between NW and UE. In the last three meetings, the NW-UE collaboration level was sufficiently discussed, and the clear boundary was made. Therefore, the sub level of each NW-UE collaboration level is not necessarily further defined 
Proposal 2: No need to define the sub-level of NW-UE collaboration level.
In NW-UE collaboration level z, the model transfer, in other words, the model deliver specified in 3GPP over the air interface, is expected. However, the feasibility of model transfer is still controversial. One issue is the hardware optimization. When AI model is deployed at UE, the hardware optimization on the device is necessary to work efficiently. In that case, the flexible determination of the model structure and model parameters could be difficult. Also, the model transfer is supposed to deliver model information from one entity to the other entity. If model information, such as model parameter / model structure / UE hardware information to determine applicable model structure or parameters on device, is considered as a proprietary asset, the information cannot be disclosed over the 3GPP air interface. In addition, the expected specification impacts to support the model transfer are significant. Since the feasibility of model transfer is still questionable for those reasons, the sub use case discussion should assume that NW-UE collaboration level y until the feasibility of level z is confirmed in AI 9.2.1.
Proposal 3: Prioritize NW-UE collaboration level y for each sub use case discussion until the feasibility of NW-UE collaboration level z is confirmed in AI 9.2.1.
2.2. AI/ML operations over different scenarios/configurations
At the RAN1#110bis-e meeting [3], it was agreed to study the three approaches achieving high performance over different scenarios/configurations: model generalization, model switching, and model update.
Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

Model update is one potential solution to the various scenarios/configurations. This approach is enabled by updating model parameters according to scenarios or configurations, which requires model parameters to be flexibly updated as often as the scenario and the configuration are changed. However, some companies have concerns of the feasibility of the model update at the short time scale, such as online training, because model testing followed by model deployment could be needed after model update. Thus, the feasibility of model update at the short time scale is questionable.
Observation 1: The feasibility of model update at the short time scale is questionable. 
Model generalization is another approach for models to work for different scenarios/configurations. If the model generalizable to all scenarios/configurations can be trained, any LCM operation may not be necessary after the model deployment. However, the several generalization evaluations in each sub use case shows the performance degradation when the datasets for model training and model inference are different. For example, different antenna/beam configurations are difficult for one unified model to be generalizable to. Hence, it is ideally better to train the model with dataset collected in the same scenarios/configurations as model inference. This could be achieved by model switching among multiple models per functionality. If multiple models are available to the inference entity where each model is specific to one scenario/configuration, high performance can be maintained by switching the model according to scenario/configuration. The drawback of this approach is the storage issue. However, the number of necessary models can be reduced by combining the model generalization techniques. Therefore, the combined solution of model switching and model generalization is a promising technique to adapt different scenarios/configurations at the short time scale.
Observation 2: Multiple available models are required for the model switching.
Observation 3: The combined solution of model switching and model generalization is a promising technique to adapt different scenarios/configurations at the short time scale.
2.3. Model awareness of UE side models and NW side models
In some sub use cases, e.g., CSI compression or beam prediction at UE side, the information UE can report depends on which model is active or inactive. For example, the temporal beam prediction at UE side outputs beam quality at certain predicted time instance(s), where the predicted time instances could be different according to the active model. Likewise, the compression ratio is supposed to be different according to the active model in CSI compression. The active model determines what information can be obtained from model inference. As the desired information from model inference depends on the NW operation, NW should determine which model to be active according to what information is useful for the NW operation. In addition, the NW operation needs to consider the resource management for all connected UEs. The active model should be determined without decreasing the overall network performance. For those reasons, it is beneficial to support the mechanism for NW to determine which model to be activated or deactivated at UE side and NW side according to the current NW operation. 
Proposal 4: NW should control which UE-side and NW-side model to be activated or deactivated based the NW operation. 
For the management of UE side model by NW, NW needs to be aware of models which can be activated at UE side. Also, the model description information associated with available models is necessary for the proper decision of model activation/deactivation/fallback approach. To acquire the information necessary for the management of UE side models by NW, the model registration should be supported with the following definition.
	Model registration
	NW acquires the information of UE-side models which NW can control by model activation/deactivation/fallback approach, where the proprietary information of the associated models is not expected to be disclosed. 


Since there is a concern about disclosing the proprietary model information, the model information should be informed to UE without exposing the proprietary information. In our view, the following information should be at least informed to NW for the management of UE side models by NW.
· Model function
· Nominal information of post-processed model output
· Necessary measurements/assistance information to calculate model inputs
· Applicable NW scenario/configuration identifier
Proposal 5: Define model registration as follows for the management of UE side models by NW, where the necessary information of UE side models could include model function, nominal information of post-processed model output, necessary measurements/assistance information to calculate model inputs, and applicable NW scenario/configuration identifier.
	Model registration
	NW acquires the necessary information of UE side models which NW can control by model activation/deactivation/fallback approach, where the proprietary information of the associated models is not expected to be disclosed. 


In case of NW side models, NW can manage models by model activation/deactivation/fallback approach by NW implementation. Also, the model monitoring of NW side model can be performed without UE awareness of NW side models. What UE is required to do for the NW side model monitoring would be the UE measurements and the corresponding UE reporting for model monitoring. These UE behaviors can be performed without model awareness. Thus, the UE does not need to be aware of NW side models.
Proposal 6: UE does not need to be aware of NW side models. 
At the RAN1#110bis-e meeting [3], it was agreed to study model ID-based model management and the functionality-based model management as follows.
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

From Proposal 4, the model switching by NW should be supported for the UE side model. Also, Observation 2 shows that the model switching requires multiple available models per functionality, e.g., multiple models can be used for the same functionality but for different scenarios/configurations. Considering these aspects, model ID-based model management is more suitable than functionality-based model management to support the model switching of UE side models by NW, since the model ID-based model management is the mechanism for NW to manage multiple available UE side models per functionality. Furthermore, functionality-based model management can be viewed as one of model ID-based model management, where at most one model is registered per functionality. From the forward compatibility perspective, model-ID based model management should be assumed in the life cycle management (LCM) discussion.
Proposal 7: Prioritize model ID-based model management than functionality-based model management from the forward compatibility perspective. 
2.4. LCM framework
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

At the RAN1#110 meeting, it was agreed to study stages of LCM including the necessity discussion, as the above agreement [4]. The model selection was captured in this agreement as one of studying item without the clear definition. As can be seen in the above agreement, the model selection often shows up in discussion equivalently to model activation/deactivation/switching/fallback operation. Hence, it is reasonable to assume the model selection is the similar concept of these model operations. Considering it, the model selection should be defined as follows. 
	Model selection
	Activate one AI/ML model among multiple registered models for the same functionality. 


Proposal 8: Define model selection as follows.
	Model selection
	Select one AI/ML model for activation among multiple registered models for the same functionality. 


LCM framework is beneficial for studying each stage in detail, since it provides the common big picture of LCM among companies. Also, LCM framework is useful to discern the necessity of some LCM stages.  
Working Assumption
Terminology
Description
Online training
An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)
Offline training
An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.
Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

At the RAN1#110 meeting [4], online training is defined as the training process based on (near) real-time data, while in case of offline training the model is not updated based on the (near) real-time data. When the online training is considered, the model can be updated in LCM time scale. Thus, LCM framework could be different according to whether online training is supported or not. 
Proposal 9: Consider the LCM framework with online training and offline training, separately. 
Fig.1 illustrates the proposed LCM frameworks without online training and with online training, respectively. In the proposed LCM framework, the model registration is placed once the model gets trained. As discussed in the section 2.3, this procedure can be skipped in case of NW side models. After identifiers are assigned to the available models, model selection, activation, deactivation, switching, monitoring can be managed with the assigned identifier for the UE side models. 
In the proposed LCM figures, the data collection is not included, because the data collection can be performed in parallel at any stage of the LCM framework. 
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Figure 1. Proposed LCM framework (a) LCM framework without online training and (b) LCM framework with online training. 
As shown in Fig.1, LCM framework without online training is simpler.  Also, online training requires more implementation difficulty than offline training. Therefore, LCM without online training is more suitable as the first step of LCM discussion in Rel-18 AI/ML. 
Observation 4: LCM without online training is more suitable as the first step of LCM discussion in Rel-18 AI/ML, due to the feasibility and simplicity. 
In the subsequent sections, the detail of each stage is discussed.
2.5. Data collection
Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side. 

At the RAN1#110bis-e meeting [3], the above agreement related to the development of a set of scenario/configuration-specific models was made. The scenario/configuration-specific model can be trained with the data collected from the specific scenarios or/and configurations. To facilitate the data collection specific to scenarios or/and configuration, some enhancements of assistance signalling should be studied because such signalling indicating a set of configurations or scenarios has not been defined yet in current 5G NR framework. 
As the note in the above agreement suggests, the proprietary/privacy aspects should be considered in the assistance signalling. For instance, beam/antenna configuration could be viewed as proprietary information. Such information needs to be transmitted in the form that the proprietary/privacy information would not be disclosed. In our view, one solution could be ID-base configuration signaling. If NW reports beam/antenna configuration ID instead of the beam/antenna configuration itself, UE can identify whether it is the same configuration or not even without the detail information on beam/antenna configuration at gNB, and vice versa. In this manner, NW and UE can categorize the collected dataset, and train the model specific to certain scenario/configuration. In addition, the assistance signaling makes it possible for NW and UE to discern whether the trained model is applicable to the other entity’s configuration after model training.
Proposal 10: Assistance signalling including scenario/configuration ID should be assumed for dataset collection, model training, and model inference of scenario/configuration-specific AI models. 
Fig. 2 shows each stage description of NW side models with UE configuration ID as assistance information, where the model is trained at NW side. If the UE configuration ID is reported to NW, NW can categorize the collected dataset according to UE configuration ID or/and scenarios around gNB. Then, it is possible to train NW side models specific to UE configurations and scenarios. In addition, NW can discern whether the trained model is appliable to the configuration of certain UE during the model inference, if the UE reports its configuration ID as assistance information. Thus, NW can activate NW side models only for applicable UE based on assistance information without disclosing the proprietary information.  
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Figure 2. Each stage of NW side models with UE configuration as assistance information, where the model is trained at NW side.  
Fig. 3 illustrates each stage of UE side models with NW scenario/configuration ID as assistance information, where the model is trained at UE side. During the data collection, NW scenario/configuration ID helps categorizing collected data into the corresponding NW configuration and scenario. Based on the categorized dataset, UE side model specific to certain NW configuration or/and scenario can be trained. In the model registration, UE can register the model only applicable to the NW configuration and scenario. In this approach, the activation of the models inapplicable to NW configurations or scenarios by NW can be avoided. Another approach is to report the applicable NW scenario/configuration ID associated with the registered models in the model registration. In this case, NW can activate or deactivate UE side models, considering the current NW configuration or scenario. 
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Figure 3. Each stage of UE side models with NW scenario/configuration ID as assistance information, where the model is trained at UE side.  
2.6. Model registration
As discussed in the section 2.3, the model registration should play the two roles: NW becomes aware of the UE side models which NW can activate/deactivate and NW can obtain the model information necessary for model managements. In the definition proposed in Proposal 5, the registered model is the available model for which NW can activate/deactivate with the full permission. Given that the power consumption and computational resources associated with the model cannot be ignored in the actual model operations, whether the certain model is available or not is dependent on UE status. Hence, UE should be able to determine which model to be registered based on the UE status.
Proposal 11: UE should be able to determine which model to be registered based on the UE status (e.g., power consumption and computational resource). 
On the other hand, it is unnecessary for UE to be ready to handle the activation/deactivation indication of the registered models from NW, if the output of the corresponding registered models is not used for NW operation. Hence, NW should be able to unregister the model or acknowledge the model registration requests from UE based on the model function or model outputs. 
Proposal 12: NW should be able to unregister the model or acknowledge the model registration requests from UE based on the model function or model output. 
There are several points to be considered in the model registration, e.g., which entity should be able to initiate the model registration and which entity should be able to make the final decision of the registered models. Those points should be discussed in RAN1 for the model registration design to satisfy the motivation of the model registration. In our view, at least the model registration approaches could be categorized into UE initiated model registration and NW initiated model registration according to the entity to initiate the model registration as follows. 
· UE initiated model registration. E.g.,
· UE requests to register the model after the model update and NW acknowledges UE requests
· UE determines which model to be unregistered based on the UE status (e.g., power consumption, computational resource)
· NW initiated model registration. E.g.,
· NW unregisters UE side models whose output is not the desired information for NW operation 
Proposal 13: Study which entity, e.g., NW or UE, should be able to initiate the model registration or/and make the final decision of the registered models. At least, the following model registration approaches can be considered:
· UE initiated model registration
· NW initiated model registration 
2.7. Model inference
There is a discussion about how to treat AI model/algorithm and data used for it. Nowadays, the collected data is regarded as an asset of companies due to its utility of AI operations for many purposes. Also, a lot of resources and money are devoted for developing the AI model/algorithm to provide better services. As a result, some companies prefer to treat collected data and AI model/algorithm as the proprietary asset of companies. Along this idea, the structure and mechanism of some AI models/algorithms should not be visible to other companies, e.g., even NW vendors or operators. However, this idea would make it difficult to operate NW with certain reliability. For example, even if AI could provide statistically higher performance than conventional schemes, AI-based operation might not work well in some scenarios with outlier data. If these unexpected results cannot be coped with, it is difficult to deploy AI for 5G NR in the practical system. Hence, when AI is deployed, it is better to have some fallback operations to guarantee the performance corresponding to each sub use case. 
Proposal 14: Study the mechanism to apply fallback operations of each sub use case. 
Also, the model monitoring should be supported to help the proper model operation decisions for the reliable model managements. At the RAN1#110bis-e meeting [3], the following agreement related to the model monitoring was made.
Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined) 

As shown in the above agreement, the model monitoring could be useful for the several types of model operation decisions: model activation, deactivation, switching, update and fallback operations. Since these model operations are different, the model monitoring should be optimized according to each model operation. Table 1 summarizes the expected time scale and the desired performance metric in each model operations. In our view, the model activation, deactivation, selection, switching and fallback operations (model operation A) are useful to quickly recover from the model failure. For example, if the instantaneous performance degradation due to the active model is detected in the model monitoring, the appropriate model operation A could immediately alleviate the performance. Hence, the performance metric reflecting the instantaneous performance degradation is useful for the model operation A. On the other hand, the model update (model operation B) should be less frequently than model operation A in the actual deployment, because the model update requires the more complex processing compared to just activation or deactivation of models. Especially, the expected time scale of model update becomes long when online training is not supported. Given that the model is updated less frequently, the decision of model update should be based on performance metrics less affected by the instantaneous performance degradation. Thus, the appropriate performance metrics is different according to the expected time scale of model operations. Considering it, the various performance metrics in model monitoring should be supported. Especially, (near) real time-scale performance metric should be provided to NW for reliable model activation/deactivation/switching/fallback in case of NW-controlled models.
Proposal 15: In model monitoring, (near) real time-scale performance metrics should be provided to NW for reliable model activation/deactivation/switching/fallback in case of NW-controlled models 
Table 1. Model monitoring for several types of model operation decisions.
	
	Model operation A
(Model activation, deactivation, selection, switching, and fallback operations) 
	Model operation B
(Model update)

	Expected time scale of model operations
	Short time scale to reduce the time from model failure to action
	Long time scale due to complexity of model updating 

	Desired performance metric
	Performance metric reflecting the instantaneous performance degradation
(e.g., monitoring based on inference accuracy) 
	Performance metric less affected by instantaneous performance degradation
(e.g., monitoring based on data distribution, system performance) 


Model switching or fallback operation could be used to handle the performance degradation due to the active model. For the proper decision of these model operations, the model monitoring of inactive models or/and fallback operation in addition to the active model should be supported. If the (near) real time performance of an active model, inactive models and the corresponding fallback operation is available, the model switching and the fallback operation can be performed properly by comparing each performance. 
Proposal 16: Study the model monitoring mechanism for inactive models and fallback operation in addition to active models.  
2.8. AI/ML terminologies
Some life cycle management (LCM) related terminologies have not been defined or clarified in the current working list, even though these terms are often used in the discussion. To avoid the unnecessary misunderstanding among companies, the following terminologies should be captured with the clear definition. 
	Model activation
	Enable an AI/ML model for a specific functionality among registered models

	Model deactivation
	Disable an activated AI/ML model for a specific functionality. 


Proposal 17: Capture the following terminologies in the working list
	Model activation
	Enable an AI/ML model for a specific functionality among registered models

	Model deactivation
	Disable an activated AI/ML model for a specific functionality. 


2.9. General views on KPI
Some KPIs in evaluation methodology are common among all sub use cases. At the RAN1#110bis-e meeting [3], the following agreement related to common KPIs was made.
Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Power consumption is one of common KPIs, and it is still controversial if it should be evaluated in each sub use case evaluation. From the commercial aspects, it is useful to evaluate power consumption. Also, the various approaches were proposed to evaluate the power consumption. However, it is difficult to reach consensus on the unified power consumption model, since the assumed implementation are different across companies. Hence, we prefer not to spend a time to make the unified power consumption model, while companies should be able to voluntarily provide their models estimating power consumption based on FLOPs with their expected implementations.
Proposal 18: Companies can voluntarily provide their models estimating power consumption model based on FLOPs with their expected implementations.  
Generalization of AI models is one of important KPIs for the practical deployments to check how often model update or switching is necessary, because it could evaluate how robust one AI model can be to several environments/configurations/deployments. The generalization evaluation covers different level of changes. For example, even if one model is used for the specific environment, performance could be different according to different UE behaviour. These generalization performances are very fundamental, because this scenario is inevitable as long as UE moves. On the other hand, some generalization evaluations check if one model works for totally different environments, such as between UMi and InF. These generalization performances can be ignored if multiple models corresponding to each environment can be compiled. Thus, there are several types of generalization performance, and the importance of each generalization performance is different. In our view, at least the generalization performance can be categorized into the following types:
· Type1: Intra-site performance with different UE behavior (e.g., different UE locations, speed, and trajectories)
· Type2: Inter-site performance with the same deployment scenarios (e.g., different outdoor/indoor probability)
· Type2A: Type2 + different configuration (e.g., various beam configuration, various BWs)
· Type3: Inter-site performance with different deployment types (e.g., different scenarios, such as UMa, Umi, InF)
· Type3A: Type3 + different configuration (e.g., various beam configuration, various BWs)
Intra-site performance (Type1) evaluates the generalization performance within the same cell, while the robustness of one model toward different cells can be observed from the inter-site performance (Type2/3). On top of that, Type2A and Type3A measure the generalization performance under different configuration/deployments. 
Proposal 19: Consider the following types for generalization evaluation.
Type1: Intra-site performance with different UE behaviour (e.g., different UE locations, speed, and trajectories)
Type2: Inter-site performance with the same deployment scenarios (e.g., different outdoor/indoor probability)
Type2A: Type2 + different configuration (e.g., various beam configuration, various BWs)
Type3: Inter-site performance with different deployment types (e.g., different scenarios, such as UMa, Umi, InF)
Type3A: Type3 + different configuration (e.g., various beam configuration, various BWs) 
3. Conclusion
In this contribution, we discussed the general aspects of AI/ML framework. Based on the discussion we made the following observations and proposals.
Observation 1: The feasibility of model update at the short time scale is questionable. 
Observation 2: Multiple available models are required for the model switching.
Observation 3: The combined solution of model switching and model generalization is a promising technique to adapt different scenarios/configurations at the short time scale.
Observation 4: LCM without online training is more suitable as the first step of LCM discussion in Rel-18 AI/ML, due to the feasibility and simplicity. 
Proposal 1: Define NW-UE collaboration level based only on signalling perspective.
Proposal 2: No need to define the sub-level of NW-UE collaboration level.
Proposal 3: Prioritize NW-UE collaboration level y for each sub use case discussion until the feasibility of NW-UE collaboration level z is confirmed in AI 9.2.1.
Proposal 4: NW should control which UE-side and NW-side model to be activated or deactivated based the NW operation. 
Proposal 5: Define model registration as follows for the management of UE side models by NW, where the necessary information of UE side models could include model function, nominal information of post-processed model output, necessary measurements/assistance information to calculate model inputs, and applicable NW scenario/configuration identifier.
	Model registration
	NW acquires the necessary information of UE side models which NW can control by model activation/deactivation/fallback approach, where the proprietary information of the associated models is not expected to be disclosed. 


Proposal 6: UE does not need to be aware of NW side models. 
Proposal 7: Prioritize model ID-based model management than functionality-based model management from the forward compatibility perspective. 
Proposal 8: Define model selection as follows.
	Model selection
	Select one AI/ML model for activation among multiple registered models for the same functionality. 


Proposal 9: Consider the LCM framework with online training and offline training, separately. 
Proposal 10: Assistance signalling including scenario/configuration ID should be assumed for dataset collection, model training, and model inference of scenario/configuration-specific AI models. 
Proposal 11: UE should be able to determine which model to be registered based on the UE status (e.g., power consumption and computational resource). 
Proposal 12: NW should be able to unregister the model or acknowledge the model registration requests from UE based on the model function or model output. 
Proposal 13: Study which entity, e.g., NW or UE, should be able to initiate the model registration or/and make the final decision of the registered models. At least, the following model registration approaches can be considered:
· UE initiated model registration
· NW initiated model registration 
Proposal 14: Study the mechanism to apply fallback operations of each sub use case. 
Proposal 15: In model monitoring, (near) real time-scale performance metrics should be provided to NW for reliable model activation/deactivation/switching/fallback in case of NW-controlled models 
Proposal 16: Study the model monitoring mechanism for inactive models and fallback operation in addition to active models.  
Proposal 17: Capture the following terminologies in the working list
	Model activation
	Enable an AI/ML model for a specific functionality among registered models

	Model deactivation
	Disable an activated AI/ML model for a specific functionality. 


Proposal 18: Companies can voluntarily provide their models estimating power consumption model based on FLOPs with their expected implementations.  
Proposal 19: Consider the following types for generalization evaluation.
Type1: Intra-site performance with different UE behaviour (e.g., different UE locations, speed, and trajectories)
Type2: Inter-site performance with the same deployment scenarios (e.g., different outdoor/indoor probability)
Type2A: Type2 + different configuration (e.g., various beam configuration, various BWs)
Type3: Inter-site performance with different deployment types (e.g., different scenarios, such as UMa, Umi, InF)
Type3A: Type3 + different configuration (e.g., various beam configuration, various BWs) 
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