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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include:
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

This contribution discusses the general framework of AI/ML applied to the NR air interface, specifically the remaining open issues regarding basic AI/ML terminology. 

Terminology of AI/ML framework for NR air interface
Optimization is a fundamental challenge in deploying large-scale cellular networks as configuration and adaptation of system parameters can have significant impact on key performance indicators (KPIs) such as system capacity, user QoE, latency, reliability, coverage, and numbers of active users, etc.  This is especially critical for 5G networks as they are heterogenous in terms of frequency bands/ranges, macro and small cell deployments, diverse service offerings and traffic characteristics, and coexistence of different architectures including centralized virtual RAN functions and distributed nodes to support latency-sensitive edge computing and private networks. The same industry trends which enable network virtualization and deployment of low-latency/high bandwidth services are also making application of power Artificial Intelligence (AI) tools such as machine learning (ML) algorithms to 5G networks feasible and scalable.  

These algorithms rely on historical data for deriving system models and training as well as real-time or near-real-time data collection to adapt to different network conditions. Furthermore, a variety of use cases can be supported by AI/ML techniques as noted in the SID including CSI feedback optimization, beam management, and positioning. Many of these use cases have common requirements in terms of data collection and KPIs for monitoring. At the same time, different use cases can have vastly different requirements in terms of the impact on network nodes or functionalities. This implies that the appropriate implementation of different AI/ML techniques may involve multiple interfaces, signalling procedures, and processing requirements (including requirements on data aggregation or co-location with different nodes/functions).  

During RAN1#109e, the following agreement was made regarding different AI/ML collaboration approaches: 
[bookmark: OLE_LINK9]Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Additionally, during RAN1#110bis-e the following agreements were made:
Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

During RAN2#119bis-e the following agreements were made:
Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed

As shown in Figure 1 below, the different collaboration levels can have different aspects on the signaling and protocol impacts of AI/ML approaches applied to air interface use cases:
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Figure 1. Network-UE AI/ML Collaboration Levels


Understanding that there are always potential corner cases which can make precise categorization of the different collaboration levels more complex than can be expressed in a concise definition, it is important for RAN1 to try and provide basic guidance on the applicability of different proposed techniques to different levels since this has a potential large impact on RAN2 work to define associated signaling and procedures. In addition, this is important for 3GPP as well as a baseline for future study items and work items which may expand the scope currently defined for the Rel-18 study item. 

[bookmark: OLE_LINK8]Proposal 1: Confirm the working assumption from RAN1#110bis-e for the collaboration level y/z boundary definition.  

During RAN1#110bis-e, the following agreement was made:

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

During RAN2#119bis-e the following agreements were made:
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 

Based on these recent RAN1 and RAN2 agreements, it is clear that RAN1 and RAN2 need to align on the definition and functionality of the model ID as part of the AI/ML LCM procedure. In order to support multi-vendor interoperability as well as management/control functionality within the RAN for different AI/ML models, a unique model ID should be supported. Additional meta information should also include information about the type of model (single-sided or dual-sided model) and the functionality supported (e.g. input and output information/descriptions).

[bookmark: OLE_LINK1]Proposal 2: Every AI/ML model made available for model delivery or update should be identified by a unique model ID. Each model ID should be associated with a set of model meta info which includes a model type (e.g. single-sided or dual-sided) and supported model functionality (e.g. input and output information/descriptions).

Conclusion
In this contribution, we discussed the general framework of AI/ML applied to the NR air interface. The following proposals were made:

Proposal 1: Confirm the working assumption from RAN1#110bis-e for the collaboration level y/z boundary definition.  

Proposal 2: Every AI/ML model made available for model delivery or update should be identified by a unique model ID. Each model ID should be associated with a set of model meta info which includes a model type (e.g. single-sided or dual-sided) and supported model functionality (e.g. input and output information/descriptions).
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