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Introduction
A study item “Study on Artificial Intelligence and Machine Learning for NR air-interface” has been approved for Rel.18 [1]. This document discusses general aspects of AI/ML framework.
The agreement in the past meeting is described in Annex.

Discussion

Level x-y-z difference
Related to x-y boundary and y-z boundary, following agreement and working assumption were achieved. 
Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Our interpretation of above agreement can be described as below.
IF1:	It is the interface between UE modem and RAN nodes. RRC, MAC and so on are possible protocol.
IF2:	It is the interface between UE modem and CN nodes over C plane. NAS signalling is possible protocol.
IF3:	It is the interface between UE modem and CN nodes over U plane. We are not sure such interface is available.
IF4:	It is the interface between UE modem and some server outside of 3gpp functions as proprietary servers. It can be from UE vendors and so on.
IF5:	The possible interface between RAN node/function and proprietary servers. If the measurement results obtained at RAN nodes (gNB and so on) are used at proprietary servers, such interface is necessary.
Level y means model is delivered by IF4.
Level z means model is delivered by IF1, IF2 and/or IF3. 


Figure 1: Level y-z boundary

Our observation of the level x-y-z difference is following.
- Level x may use AI/ML transfer via IF4 but such transfer is not identified in RAN/CN nodes.
- Level z allows AI/ML model can be trained using RAN/CN node internal data. For example, gNB measurement of SINR, BLER and so on.
- Level x and y does not allow AI/ML model can be trained using RAN/CN node internal data. On the other hand, if IF 5 availability is assumed and depending on the disclosure of RAN/CN measurements, the similar function with level z would be possible in level y. For the study of AI/ML model in RAN1, we propose not to assume IF5 availability for the time being as it could require further multiple standardizations on the disclosure of RAN/CN node internal measurements.
- Level y without IF5 would be following cases. 
- to transfer AI/ML model trained via offline or
- to transfer AI/ML model trained by other UEs. This requires that other the trained models are uploaded to proprietary servers from the other UEs.
- Level y requires model ID for the common understanding between UE and RAN/CN nodes. The registration as for the availability in UE also needs to be known to RAN/CN nodes. We think the RAN4 test would be required before the registration as minimum performance is satisfied.
- Level z may not require model ID as the trained AI/ML model itself can be transferred. RAN4 test also may not be required as the model can be checked within RAN/CN nodes. Level x does not require model ID and does not require RAN4 test.

Based on the above, we propose following. After some observations are summarized in RAN1, RAN1 can send LS to RAN2 and SA2 for the check and invites comments.
Proposal 1: Not to assume the interface between RAN/CN nodes to proprietary servers for the study of AI/ML functional difference. If such interface is available, level y and z difference can be reduced.
Proposal 2: AI/ML model in level x and y are trained via offline or by the other UEs. AI/ML model in level z can be online trained model with the information available within RAN/CN nodes.
Proposal 3: Level y needs model ID but level x and z may not require model ID.
Proposal 4: Level y needs RAN4 performance test to check minimum performance but level z may not require such test as it can be checked within the network. Level x does not require RAN4 test as no identification by RAN/CN nodes.
Proposal 5: Summarized views in RAN1 should be checked/reviewed by RAN2 and SA2.


Model ID
Related to LCM procedure and model ID, following agreements were reached.
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Our thinking on model ID is following.
- Comparing the model ID or functional name, our view is model ID would be more future proof. The model trained for the specific scenario may be used for the other scenarios. In such case, scenario specific name would not be so suitable. When one more meta-level AI/ML to select which AI/ML model is suitable, just number can be more generally used. Therefore, to have model ID would be useful than functional name. 
- The applicable AI/ML operation can be initially aligned with the trained condition including the generalization. On the other hand, as the usage should not be limited to the specific trained condition as far as the output of AI/ML can be used for such usage/scenario.
- Although AI/ML model ID should be generic not to limited to the specific scenario, RAN4 performance requirement may be carried out to the specific scenario assumption in order to limit the amount of the test. Generic naming of model ID does not mean RAN4 performance requirements are specified only for the specific scenario.

Based on the above, we propose following.
Proposal 6:  Model ID should be supported. The model ID should not link to the specific usage scenario as it can be used for the other scenarios. It does not preclude RAN4 performance requirement is specified only for the specific scenario.

LCM procedure
Related to LCM procedure and multiple AI models for the same functionality, following agreements were reached.

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

For LCM procedure, to consider more concrete example would be useful for better understanding. Although the location of the training, levels and so on makes different LCM procedure, one of example LCM procedure for UE side offline training of level y could be following. 
1. UE vendor trains "AI/ML model#1" for Dense urban and "AI/ML model#2" for Urban macro respectively. What real network situation is suitable for the training of Dense urban or Urban macro may be up to UE vendor or some more concrete requirements would be necessary (FFS).
2. UE vendor checks generated AI/ML models satisfy RAN4 test requirement. RAN4 performance requirement would be "AI/ML model#1" for Dense urban and "AI/ML model#2" for Urban macro respectively
3. UE has "AI/ML model#1" and "AI/ML model#2" within its storage.
4. With UE capability report, UE says it has "AI/ML model#1" and "AI/ML model#2". It corresponds to model registration.
5. If these AI/ML models are used for RRC_CONNECTED and the network identify the suitable condition to use "AI/ML model#1", network indicates UE that "AI/ML model#1" should be used. 
6. UE enables "AI/ML model#1".
7. At some usage condition change like handover, gNB may disable "AI/ML model#1" and enable "AI/ML model#2". This corresponds to model switching. The choice of which model is enabled is up to gNB decision. gNB uses model monitoring function to check the activated AI/ML model is suitable.
8. When UE vendors generate new version of "AI/ML model#1", after RAN4 requirement test, the model is delivered to UE thought proprietary server to UE application similar to OTA procedure.

Based on the above, we propose following.
Proposal 7:  UE capability report can be used as model registration. 
Proposal 8:  Model switching should be allowed at any time from the network.


Conclusion
This document discussed general aspects of AI/ML framework. We propose following.
Proposal 1: Not to assume the interface between RAN/CN nodes to proprietary servers for the study of AI/ML functional difference. If such interface is available, level y and z difference can be reduced.
Proposal 2: AI/ML model in level x and y are trained via offline or by the other UEs. AI/ML model in level z can be online trained model with the information available within RAN/CN nodes.
Proposal 3: Level y needs model ID but level x and z may not require model ID.
Proposal 4: Level y needs RAN4 performance test to check minimum performance but level z may not require such test as it can be checked within the network. Level x does not require RAN4 test as no identification by RAN/CN nodes.
Proposal 5: Summarized views in RAN1 should be checked/reviewed by RAN2 and SA2.
Proposal 6:  Model ID should be supported. The model ID should not link to the specific usage scenario as it can be used for the other scenarios. It does not preclude RAN4 performance requirement is specified only for the specific scenario.
Proposal 7:  UE capability report can be used as model registration. 
Proposal 8:  Model switching should be allowed at any time from the network.

Reference
[1]	RP-213599, “New SI: Study on Artificial Intelligence (AI) / Machine Learning (ML) for NR Air Interface,”	Qualcomm (Moderator), RAN#94e.

Past agreements

Agreements in RAN1#109:

Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.
Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.
Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Agreements in RAN1#110:

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIsNote: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) updated trained in (near) real-time with the arrival of new training samples in (near) real-time. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.

Agreements in RAN1#110bis:

Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.




Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations


Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms




Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
iii. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
iv. Overhead (e.g., signaling overhead associated with model monitoring)
v. Complexity (e.g., computation and memory cost for model monitoring)
vi. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
vii. FFS: Power consumption
viii. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
ix. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
x. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
xi. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.


Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.
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