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1. Introduction

In last meeting, some agreements have been achieved [1] on the evaluation frameworks of AI/ML based BM:

Working Assumption

The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:

· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Note: Companies to report the ratio for dataset mixing

· Note: number of the multiple scenarios/configurations can be larger than two

· FFS the detailed set of scenarios/configurations

· FFS other cases for generalization verification, e.g.,

· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Conclusion

· For system performance related KPI (if supported) evaluation (model inference), companies report either of the following traffic model:

· Option 1: Full buffer

· Option 2: FTP model with detail assumptions (e.g., FTP model 1, FTP model 3)

Agreement

· BS antenna configuration: 

· antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ

· Other assumptions are not precluded

· BS Tx power for evaluation: 

· 40dBm (baseline)
· Other values (e.g. 34 dBm) are not precluded and can be reported by companies
· UE antenna configuration (Clarification of agreement in RAN 1 #110): 

· antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1), 2 panels (left, right) 

· Other assumptions are not precluded

Agreement

· For the evaluation of both BM-Case1 and BM-Case2, 32 or 64 downlink Tx beams (maximum number of available beams) at NW side. 

· Other values, e.g., 256, etc, are not precluded and can be reported by companies.

· For the evaluation of both BM-Case1 and BM-Case2, 4 or 8 downlink Rx beams (maximum number of available beams) per UE panel at UE side. 

· Other values, e.g., 16, etc, are not precluded and can be reported by companies.

Agreement

· The options to evaluate beam prediction accuracy (%):

· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”

· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Where K >1 and values can be reported by companies.

Agreement 

· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam considers the following options 

· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams

· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)

· FFS on specific Rx beam(s)

· Note: specific Rx beams are subset of all Rx beams
Agreement 

· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair considers the following options:

· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams

· Option B: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx over all Tx beams with specific Rx beam(s)

· FFS on specific Rx beam(s)

· Note: specific Rx beams are subset of all Rx beams

Agreement
· For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, the set of scenarios/configurations are considered focusing on one or more of the following aspects as a starting point:

· Scenarios

· Various deployment scenarios 

· Various outdoor/indoor UE distributions 

· Various UE mobility 

· Configurations

· Various UE parameters 
· Various gNB settings 

· [Various Set B of beam(pairs)]

· Other aspects of scenarios/configurations are not precluded
· The selected scenarios/configurations for generalization verification may consider the AI model inference node (e.g., @UE or @gNB) and use case (e.g., BM-Case1, or BM-Case2)

· Companies to report the selected scenarios/configurations for generalization verification

· Note: other approaches for achieving good generalization performance for AI/ML-based schemes are not precluded.
Working Assumption

For both BM-Case1 and BM-Case 2, the following table is adopted as working assumption for reporting the evaluation results.

Table X. Evaluation results for [BM-Case1 or BM-Case2] without model generalization for [DL Tx beam prediction or Tx-Rx beam pair prediction or Rx beam prediction]

	
	Company A
	……

	Assumptions
	Number of [beams/beam pairs] in Set A
	
	

	
	Number of [beams/beam pairs] in Set B
	
	

	
	Baseline scheme
	
	

	AI/ML model

input/output
	Model input
	
	

	
	Model output
	
	

	Data Size
	Training
	
	

	
	Testing
	
	

	AI/ML model
	[Short model description]
	
	

	
	Model complexity
	
	

	
	Computational complexity
	
	

	Evaluation results

[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	[KPI A]
	
	

	
	
	[KPI B]

…
	
	

	
	[L1-RSRP Diff]
	[Average L1-RSRP diff]
…
	
	

	
	[System performance]
	[RS overhead Reduction (%)/

RS overhead]
	
	

	
	
	[UCI report]
	
	

	
	
	[UPT]

…
	
	


To report the following in table caption: 

· Which side the model is deployed

Further info for the columns:

· Assumptions

· Number of beams/beam pairs in Set A

· Number of beams/beam pairs in Set B

· Baseline scheme, e.g., Option 1 (exhaustive beam sweeping), Option 2(based on measurements of Set B), or baseline described by companies

· Other assumptions can be added later based on agreements

· Model input: input type(s)

· Model output: output type(s), e.g., the best DL Tx and/or Rx beam ID, and/or L1-RSRPs of N beams(pairs) 

· Dataset size, both the size of training/validation dataset and the size of test dataset

· Short model description: e.g., CNN, LSTM

· Model complexity, in terms of “number of model parameters” and/or size (e.g. Mbyte)”, and 

· Computational complexity in terms of FLOPs

· Evaluation results: agreed KPIs, with AI/ML / with baseline scheme (if applicable)

Note: To report other simulation assumptions, if any.

Agreement

· Study the following options on the selection of Set B of beams (pairs) 

· Option 1: Set B is fixed across training and inference

· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:

· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 

· Other options are not precluded. 

Working assumption

· For the evaluation of the overhead for BM-Case1, further study the following two metrics for potential down selection:

· Option A: RS overhead reduction, FFS for potential down selection:

· Option 1: [image: image2.png]RS OH reduction[%]
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· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 

· where M is the total number of beams (pairs) to be predicted 

· Option 2: [image: image4.png]RS OH reduction[%]
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· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML

· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme 

· Companies report the assumption on beam sweeping

· Option 3: [image: image6.png]RS OH reduction[%]





· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 

· where M is the total number of beams (pairs) to be predicted 

· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 

· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)

· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)

· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)

· Companies report the assumption on beam sweeping

· Other options can be reported by companies 
· Option B: RS overhead, FFS for potential down selection:

· Option 1: RS OH = N, 

· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 

· Option 2: RS OH = N + P 

· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 

· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 

· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)

· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)

· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)

· Companies report the assumption on beam sweeping

· Other options can be reported by companies
Agreement

· At least for BM-Case 2, consider the following assumptions for evaluation

· Periodicity of time instance for each measurement/report in T1:

· 20ms, 40ms, 80ms, [100ms], 160ms, [960ms]

· Other values can be reported by companies.

· Number of time instances for measurement/report in T1 can be reported by companies.

· Time instance(s) for prediction can be reported by companies.
In this contribution, we will provide some discussions on the evaluation on AI/ML for beam management.
2. Evaluation for BM-Case 1 beam pair prediction
In this section, we provide the evaluation results for spatial domain beam pair prediction with 32 Tx beam and 8 Rx beam. The simulation assumptions are provided in appendix as agreed in previous meetings. We use 300,000 samples for training and 30,000 samples for validation. Set A are the full-set of all beam pair. There are six Set B selection schemes are selected as below:
· Fixed Set B 16 (Option 1): 16 beam pair is uniformly selected from a full-set of 256 L1-RSRP and fixed during the training process as shown in Fig. 1a.
· Variable Set B 16 fixed pattern (Option 2A): 16 beam pair is changed following a set of pre-configured patterns within a full-set of 256 L1-RSRP.
· Variable Set B 16 random pattern (Option 2B): 16 beam pair is randomly changed followed a set of pre-configured patterns within a full-set of 256 L1-RSRP.
· Fixed Set B 32 (Option 1): 32 beam pair is uniformly selected from a full-set of 256 L1-RSRP and fixed during the training process as shown in Fig. 1b.

· Variable Set B 32 fixed pattern (Option 2A): 32 beam pair is changed following a set of pre-configured patterns within a full-set of 256 L1-RSRP.
· Variable Set B 32 random pattern (Option 2B): 32 beam pair is randomly changed followed a set of pre-configured patterns within a full-set of 256 L1-RSRP.
Note: 16 patterns are randomly chosen within Set A (full-set) as the pre-configured pattern for variable Set B 16 and 32 schemes (Option 2A and 2B).
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Fig. 1a Set B of Fixed 16 scheme
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Fig. 1b Set B of Fixed 32 scheme

DNN is chosen for performance comparison. 3 full connected layer is used and each layer with neuros number 1000,1000 and 256. We train the AI model with batch size 256, learning rate 0.001 and 600 epochs. 4 KPIs are used in following performance evaluation, including

· average L1-RSRP difference of Top-1 predicted beam

· beam prediction accuracy (%) for Top-1 beam

· beam prediction accuracy (%) with 1dB margin for Top-1 beam

· beam prediction accuracy (%) for Top-4 beams, i.e., the beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”.
The evaluation results are listed in Table 1. The accuracy for Top-1 beam is around 57% when fixed 16 beam pair is selected as AI model input. With the input number increasing from 16 to 32, the accuracy for Top-1 beam could be around 75%. The accuracy of Top-4 beam pair is over 85%, even with 16 beam pair. In general, Option 1 could achieve good performance when training set and validation set are of the same configurations. For option 2A and 2B, the performance of random chosen patterns schemes is worse than the fixed Set B schemes. 
Observation 1: AI-based solution could achieve good performance for BM-Case 1 beam pair prediction with same training and validation set configurations.
Observation 2: Fixed Set B (Option 1) achieves better performance than randomly chosen pre-configured pattern schemes for BM-Case 1 beam pair prediction.

Proposal 1: Fixed Set B (Option 1) could be used as baseline for BM-Case 1 further beam pair comparation. 
Table 1 performance evaluation results for different subset selection scheme

	Training

dataset
	Validation

dataset
	Ave. RSRP

diff. [dB]
	Accuracy

for Top-1 [%]
	Accuracy for Top-1

with 1dB margin [%]
	Accuracy

for Top-4 [%]

	Fixed Set B 16 (Option 1):
	2.290068348693848
	56.99
	65.77
	85.31

	Variable Set B 16 fixed pattern (Option 2A)
	4.860155257415771
	36.6
	43.54
	69.47

	Variable Set B 16 random pattern (Option 2B)
	4.839833901977539


	36.78
	43.62
	69.32

	Fixed Set B 32 (Option 1)
	0.5241589050292969
	74.81
	84.61
	96.41

	Variable Set B 32 fixed pattern (Option 2A)
	2.0161552627563477
	55.59
	64.21
	86.73

	Variable Set B 32 random pattern (Option 2B)
	2.0062585254669187
	56.25
	64.84
	87


3. Conclusion
In summary, the following proposal and observations are provided:
Observation 1: AI-based solution could achieve good performance for BM-Case 1 beam pair prediction with same training and validation set configurations.
Observation 2: Fixed Set B (Option 1) achieves better performance than randomly chosen pre-configured pattern schemes for BM-Case 1 beam pair prediction.

Proposal 1: Fixed Set B (Option 1) could be used as baseline for BM-Case 1 further beam pair comparation. 
Reference
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Appendix 
	Parameter
	Value

	Scenario
	Uma with Dense Urban 38.901,7 sites, 3 cells per site

	Carrier frequency
	30GHz

	Subcarrier spacing
	120kHz

	System BW
	80 MHz

	BS and RRH Tx power
	40dBm

	UE receiver NF
	10

	ISD
	200m

	o2i
	0.5

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 2 1 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams

Horizontal angle = [-78.75 -56.25 -33.75 -11.25 11.25 33.75 56.25 78.75]

Vertical angle = [22.5 67.5 112.5 157.5]

	UE RX beam pattern
	4 Rx beams per panel

Horizontal angle = [-67.5 -22.5 22.5 67.5]

Vertical angle = [/]

	Indoor UE fraction
	80%

	UE speed
	3 km/s

	Spatial consistency 
	False

	Rotation
	False
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