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Introduction
In RAN1#110bis-e meeting, the agreements on sub use cases and potential specification impact of AI/ML for positioning were made as follows.
	Conclusion
Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

Agreement
Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data


In this contribution, we discuss on other aspects on AI/ML for positioning accuracy enhancements such as representative sub use-cases that are worth considering and related potential specification impacts in terms of RAN1 point of view.

Discussions on potential sub use cases and their specification impact
Based on above agreements, we firstly discuss model monitoring performance metric for AI/ML based positioning accuracy enhancement in the following sub-section 2.1. In sub-section 2.2, we suggest two sub use cases (i.e. LOS/NLOS indication, PRU prediction) on the perspective of positioning accuracy enhancement and the corresponding potential specification impact. In addition, regarding data collection point of view, it is considered that utilizing the PRU prediction would make a normal UE possible as an entity to obtain ground truth label.

Model monitoring performance metric
For AI/ML based positioning accuracy enhancement, the offline-trained AI/ML model is delivered to UE or NW for utilizing it to actual operating environment. In this case, mismatch between the offline training data and the field data is inevitable and the output performance may be degraded when the AI/ML model is applied. To address this problem, how to update and/or fine-tune the AI/ML model can be considered.
Regarding the AI/ML model monitoring, the intermediate performance which is related to output performance also needs to be taken into account. As an intermediate performance, it would be estimated LOS/NLOS identifier, TDoA, AoA and so on. In other words, it means 2-step monitoring performance metric where the output performance degradation of the AI/ML model is originated from whether the poor intermediate performance or from discrepancy on environment, scenario and the assumption of the offline trained AI/ML model compared to actual operating environment. Based on this monitoring method, the detailed condition is further investigated to perform fine-tuning or update of the AI/ML model. For example, if the output performance is less than a certain level, fine-tuning can be operated on the intermediate performance to obtain a specific quality on that. Depending on the output performance after the fine-tuning, the AI/ML model can be maintained or updated or can be switched by another suitable AI/ML model. 

Proposal #1: Consider AI/ML model fine-tuning or update based on model monitoring performance metric by taking into account the intermediate performance and output performance jointly.
· Condition of fine-tuning or update with respect to a quality of intermediate/output performance
To this end, the related assistance data can be requested by UE at least for UE-side model such as the distance among TRP(s) and the beam information, e.g., beam ID, beam RSRP, etc., covering an area per TRP, or labelled dataset etc. In addition, the detailed method or contents on model switching/update can be discussed further, e.g., AI/ML model in itself or the corresponding parameter/structure only, etc.

Proposal #2: Consider the followings for potential specification impact on AI/ML model monitoring.
· Assistance signalling for UE-sided model (e.g. distance between TRPs, beam information per TRP)
· Contents of model switching/update (e.g. AI/ML model itself, AI/ML model parameter or structure only)

Accuracy improvements
In Rel-17 positioning enhancements, reporting of path specific measurement and providing LOS/NLOS indicator for first arrival path were agreed since LOS/NLOS identification is critical factor for accuracy performance. However, the indication has been without definition and it relies on UE implementation. In this sense, LMF does not know the reliability of the indication and then, it may be difficult to utilize it to improve the performance accuracy. Therefore, it should be required to improve the reliability of LOS indication information and to improve the performance in terms of positioning accuracy and resource efficiency.
Observation #1: In Rel-17, LOS/NLOS indication for first path can be reported but the detailed algorithm is up to UE implementation (reliability issue per UE).
To improve the reliability of LOS/NLOS information, it can be based on AI/ML approach at UE (i.e. Case 1) or LMF side (i.e. Case 2a/2b). When applying the AI/ML method at UE-side, the LOS/NLOS probability value for first arrival path and/or the reliability information such as probability can be derived based on the UE capability and various parameters related to LOS estimation such as UE antenna configurability, capability of PRS measurement, AI/ML model for LOS estimation, indication of PRU, the number of PRS measurement, noise variance, etc. Based on the above, the output can be a LOS/NLOS identifier with hard/soft value and the corresponding statistical information, e.g., mean/variance of the identifier as an assistance information to LMF. Regarding Case 2a for UE-side AI/ML, based on the measurement results and some assistance information (e.g. LOS probability and/or reliability information) from UE, LOS/NLOS identification can be achieved. In addition, LMF can feedback the estimation accuracy of the LOS/NLOS identifier or UE location to the UE and the subsequent LOS/NLOS identification or the UE location at UE-side model can be adjusted by the feedback (Case 2b).
Proposal #3: Consider assistant information including LOS probability and/or reliability information for the AI/ML based LOS/NLOS identification at least for Case 2a
· Assistance information: LOS/NLOS identifier with hard/soft value and the corresponding statistical information.
Based on the LOS/NLOS related information from the above, NW can collect/process the LOS/NLOS identification at a specific location on coordinate system for supporting UEs. Through this, it is possible to determine which PRS resource is most likely to be LOS for a specific UE in the form of a boundary between specific regions on the coordinate as shown in Figure 1 below. Then, the PRS configuration for the location of the UE can be adaptively configured via the above information.
[image: ]
Figure 1. Example of LOS/NLOS probability and the corresponding PRSs on coordinate system supporting UEs
Proposal #4: Consider PRS priority configuration based on AI/ML based LOS/NLOS indication.
In the Rel-17 positioning enhancement, PRU (positioning reference unit) was introduced by utilizing the exactly known position of a specific UE or gNB (i.e. reference UE or gNB) at LMF for accuracy improvement. Regarding a UE as PRU, there is a limitation since the UE generally has mobility and the location is correspondingly changed. If the LMF can predict the UE location with mobility based on AI/ML method, it would be possible that which UE can be used as a PRU. Then, the LMF can use the UE dynamically as PRU to calculate/estimate the position of target UE. 
Observation #2: When LMF can predict UE location with mobility, it is possible that which UE can be used as PRU, the LMF can use the UE dynamically as PRU to calculate the position of target UE.
For LMF-based PRU prediction (i.e. Case 2b), based on the measurement report of a normal UE as an input data set of the AI/ML algorithm, it is possible to predict/determine the output whether the normal UE is utilized as a PRU or not at the LMF side. If the UE is determined as the PRU, the position of target UE can be estimated/calculated with the PRU. Meanwhile, for UE-based PRU prediction (i.e. Case 2a), it is based on AI/ML model in the UE-side with providing assistance information for AI/ML model at LMF. Depending on the AI/ML model output, the UE can report identification information as PRU and/or assistance information, e.g. PRU expiration time, de-registration request on PRU, etc. 
With these consideration, the potential specification impact can be related signaling on measurement report or information on deciding the UE as the PRU. For example, duration and the amount of distance change in duration for sensor based information and/or RSRP based on RAT dependent method can be considered as measurement or assistant information. Based on AI/ML model and assistant information, predicted value of the UE location with the corresponding time instance of the future, PRU related information such as PRU indication, the probability of the conditions, etc. can be obtained. 
Proposal #5: Consider PRU prediction on LMF-/UE-side based on measurement report in addition to PRU identification and/or assistance information utilized for PRU determination at least for Case 2a/2b.
Regarding the perspective of data collection, it was intensively discussed in the last meeting whether and how to determine an entity to obtain ground truth label. For an exact UE location as an applicable ground truth label, PRU has a crucial role. However, a normal UE cannot be assumed with static or fixed location in general. In this sense, the PRU prediction based on AI/ML approach as mentioned above makes the normal UE feasible to consider the entity to collect ground truth label on the UE location accurately.

Proposal #6: Consider a normal UE an entity used to obtain ground truth label based on the AI/ML based PRU prediction

Conclusion
In this contribution, we discussed about several aspects on AI/ML for positioning enhancement, and our observations and proposals are summarized below: 
Observation #1: In Rel-17, LOS/NLOS indication for first path can be reported but the detailed algorithm is up to UE implementation (reliability issue per UE).
Observation #2: When LMF can predict UE location with mobility, it is possible that which UE can be used as PRU, the LMF can use the UE dynamically as PRU to calculate the position of target UE.
Proposal #1: Consider AI/ML model fine-tuning or update based on model monitoring performance metric by taking into account the intermediate performance and output performance jointly.
· Condition of fine-tuning or update with respect to a quality of intermediate/output performance
Proposal #2: Consider the followings for potential specification impact on AI/ML model monitoring.
· Assistance signalling for UE-sided model (e.g. distance between TRPs, beam information per TRP)
· Contents of model switching/update (e.g. AI/ML model itself, AI/ML model parameter or structure only)
Proposal #3: Consider assistant information including LOS probability and/or reliability information for the AI/ML based LOS/NLOS identification at least for Case 2a
· Assistance information: LOS/NLOS identifier with hard/soft value and the corresponding statistical information.
Proposal #4: Consider PRS priority configuration based on AI/ML based LOS/NLOS indication.
Proposal #5: Consider PRU prediction on LMF-/UE-side based on measurement report in addition to PRU identification and/or assistance information utilized for PRU determination at least for Case 2a/2b.
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