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1. Introduction
In the RAN1#110b-e meeting, several agreements related to evaluation methodology and assumptions were made. Also, some conclusions related to time-domain CSI prediction were made. This contribution discusses on evaluation methodology for AI/ML based CSI feedback enhancement. 

2. Discussions on evaluation methodology
· Intermediate KPIWorking assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)

Regarding intermediate KPI, above working assumption and agreement were made during the RAN1#110b-e meeting. Currently, SGCS and NMSE is agreed as intermediate KPI for CSI feedback. Relative achievable rate (RAR) or numerical spectral efficiency were listed as candidate intermediate KPIs. For these metrics, it can be seen whole MIMO layer impacts and there is no layer disorder issue. In our view, if we want to see the impact of whole MIMO layers Method 1 and Method 2 can alternatively considered. Also, according to working assumption, it is recommended to ensure to avoid layer disorder issue, so another intermediate KPI seems not necessary. 
For additional support of SGCS between Method 1 and 2, we think either method can reflect whole MIMO layer impacts. Specifically, method 2 can be more appropriate when the cost function is weighted MSE or weighted sum rate as it considers weighted sum of layers. Thus, if needed, either Method 1 or 2 can be supported optionally. 

Proposal 1. Intermediate KPI other than SGCS and NMSE is not necessary.

· CSI Payload size
For two-sided AI/ML based CSI compression, one of KPI is payload. The issue is how to calculate the payload for AI/ML based CSI compression and Type II codebook. For this issue, two options are listed. 
· Option 1: Payload size is calculated based on the maximum rank.
· Option 2: Payload size is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. FFS the following understandings
· Option 2a: The above-mentioned “CSI payload” is calculated as each CSI reported payload with a given rank
· Option 2b: The above-mentioned “CSI payload” is calculated as max allowed bits at the given rank
Option 1 is simple and widely used in MIMO CSI evaluation. Option 2 is more accurate payload calculation compared to option 1. However, it is more complicated and seems hard to visualize the payload vs. throughput curve as UEs dropped in the evaluation experiences different ranks. Also, between option 2a and 2b, option 2b is more realistic than option 2a. Based on above discussion, in our view, option 1 seems sufficient. 

Proposal 2. Payload size is calculated based on the maximum rank.

· Temporal domain CSI prediction
In the last meeting, there was discussion on the baseline scheme for temporal domain CSI prediction. In our view, the baseline scheme should be carefully determined by state-of-art scheme in order to avoid over-estimated performance gain. During the discussion, the listed candidates were nearest historical CSI, non-AI/ML based CSI predication and Rel-18 Doppler domain CSI compression. Nearest historical CSI means that no prediction is applied for whole prediction window. It is simple but it is expected very low performance, so the prediction performance gain from one-sided AI/ML scheme can be over-estimated. The non-AI/ML based CSI prediction implies other estimation scheme such as based on Kalman-filter or MMSE filter. Specifically, Kalman-filter is well-known for good prediction performance in theory. Lastly, Rel-18 DD CSI compression which is under discussion in Rel-18 MIMO session. In this DD CSI compression, it was agreed to use following codebook structures  where  is spatial domain basis,  is combining matrix,  is frequency domain basis and  is Doppler domain basis. Based on , future CSI can be predicted. So, it can be considered as good baseline scheme for AI/ML based CSI prediction. 

Proposal 3. If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, baseline scheme should be carefully chosen.

3. Conclusion
This contribution discussed on evaluation methodology for AI/ML based CSI feedback enhancement. Based on the above discussion, following three proposals are proposed. 

Proposal 1. Intermediate KPI other than SGCS and NMSE is not necessary.
Proposal 2. Payload size is calculated based on the maximum rank.
Proposal 3. If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, baseline scheme should be carefully chosen.
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