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	Introduction

In RAN1#110bis-e, agreement was reached corresponding to one use case of AI/ML for spatial-frequency domain CSI compression. Concretely, the following was agreed in RAN1#110bis-e, [1].
	Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, 
· Use the target CSI from ideal channel and use output CSI from the realistic channel estimation
· The target CSI from ideal channel equally applies to AI/ML based CSI feedback enhancement, and the baseline codebook
Note: there is no restriction on model training
Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for “Baseline for performance evaluation” in the EVM table, Type I Codebook (if it outperforms Type II Codebook) can be optionally considered for comparing AI/ML schemes up to companies
· Note: Type II Codebook is baseline as agreed
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model
Conclusion
If ideal DL channel estimation is considered (which is optional) for the evaluations of CSI feedback enhancement, there is no consensus on how to use the ideal channel estimation for dataset construction, or performance evaluation/inference.
· It is up to companies to report whether/how ideal channel is used in the dataset construction as well as performance evaluation/inference.
Conclusion 
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
· For each FP/BP loop,
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side
· Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side
· Step 3: UE side trains the CSI generation part based on the BP information from NW side
· Note: the dataset between UE side and NW side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies
Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
· Other Type 3 NW-first training approaches are not precluded and reported by companies
Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
· Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
· Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
· Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
· Other Type 3 UE-first training approaches are not precluded and reported by companies
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)
Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods
Agreement
For evaluating the performance impact of ground-truth quantization in the CSI compression, study high resolution quantization methods for ground-truth CSI, e.g., including at least the following options
· High resolution scalar quantization, e.g., Float32, Float16, etc.
· FFS select one of the scalar quantization resolutions as baseline
· High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
· FFS new parameters
· Other quantization methods are not precluded
Agreement
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement which is optionally considered by companies, the following case is taken 
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following cases are considered for evaluations:
· Case 1 (baseline): Aligned AI/ML model structure between NW side and UE side
· Case 2: Not aligned AI/ML model structures between NW side and UE side
· Companies to report the AI/ML structures for the UE part model and the NW part model, e.g., different backbone (e.g., CNN, Transformer, etc.), or same backbone but different structure (e.g., number of layers)
· FFS different sizes of datasets between NW side and UE side
· FFS aligned/different quantization/dequantization methods between NW side and UE side
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
Agreement
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 training between one NW part model to one UE part model
· Case 2: Type 2 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· Case 3: Type 2 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS N NW part models to M UE part models
· FFS different quantization/dequantization methods between NW and UE
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
· FFS: companies to report the training order of UE-NW pair(s) in case of M UE part models and/or N NW part models
· FFS: whether/how to report overhead

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations
· Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit
· Companies to report the raw channel is in frequency domain or delay domain
· Precoding matrix
· Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
· Other input/output types are not precluded
· Companies to report the combination of input (for CSI generation part) and output (for CSI reconstruction part), 
· Note: the input and output may be of different types
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· UE velocity vector is assumed as fixed over time in Procedure A modeling
Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for the calculation of intermediate KPI, the following is considered as the granularity of the frequency unit for averaging operation 
· For 15kHz SCS: For 10MHz bandwidth: 4 RBs; for 20MHz bandwidth: 8 RBs
· For 30kHz SCS: For 10MHz bandwidth: 2 RBs; for 20MHz bandwidth: 4 RBs
· Note: Other frequency unit granularity is not precluded and reported by companies


[bookmark: _Ref30491904][bookmark: _Ref30492156][bookmark: _Ref30491838]In this contribution document, we further discuss our views on the evaluation methodology for CSI feedback.
Evaluation of the AI/ML based CSI compression sub use cases
During RAN1#110 and RAN1#110e-bis, a few training schemes have been proposed including:
· Type 1: Joint training of the two-sided model at a single side/entity
· 	Type 2: Joint training of the two-sided model at network side and UE side
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
We note that these training schemes are not limited only for initial training of the model and can be used in other stages as well, e.g., for mode update, for model fine tuning.
 The three types of training scheme can be used in different stages of training, re-training, e.g., initial training, model update,  model fine-tuning.
Furthermore, one AI/ML model may use several of these schemes in different stages. For example, use Type 3 during initial training and Type 2 during the fine tuning. 
One AI/ML model may use different training schemes for different stages during the life cycle of the model. For example, use Training Type 3 for initial training and Training Type 2 for model update.
What needs to be evaluated for each training scheme is different based on several parameters. We discuss some below:
Example 1: Assume that we are using Type 2 for initial training:
· The two ends of Type 2 training are the UE and gNB: 
· No need to report the model transfer overhead (as the models are already present at the UE and gNB)
· Need to report communication overhead for training phases (e.g., passing gradients, ground-truth) 
· The two ends of Type 2 training are two servers on the internet: 
· Need to report the model transfer overhead for the UE side of the model (as it is passing through the air interface).
· No Need to report communication overhead for training phases (e.g., passing gradients) as the communication is over a wired network (or non-3GPP RAT).
Example 2: Assume that we are using Type 3 and training occurs on two servers in the cloud. The training stage and the data used for training impacts what needs to be evaluated:
· Type 3 for initial training running on two servers entities using simulated data: 
· No need to evaluate the time needed for collecting the training data.
· Type 3 for fine tuning running on two servers using offline field dataset:
· We need to evaluate the overhead associated with dataset collection.
· Type 3 for fine tuning running on two servers using online (near-real time) field data: 
· We need to evaluate the overhead, and the delay associated with dataset collection.
Note: Different algorithms may not need to specify all lifecycle stages, i.e., one algorithm may only have initial training without any need for model tuning and model update. 
The KPIs that are important for evaluation of the training scheme may be different depending on: 
· Lifecycle stage during which training is performed (e.g. initial training, model update , …)
· Where the training is performed (e.g., UE, on gNB, on other node(s) in the cloud)
· If training needs only simulated data or offline field dataset or online (e.g., (near) real-time) dataset is needed.
So, to determine which KPIs needs to be evaluated for a training scheme, we propose that in addition to the training scheme, companies report the following quadruple. 
(Training scheme, Lifecycle stage, Training entity, Dataset type)
[bookmark: _Toc118499913][bookmark: _Toc118126780][bookmark: _Toc118446374][bookmark: _Toc118499914][bookmark: _Toc118576388]As the KPIs needed for evaluation of a certain training scheme differ based on parameters such as lifecycle stage, training entity, dataset type, companies are encouraged to report the following quadruple in their performance evaluations.
[bookmark: _Toc118126781][bookmark: _Toc118446375][bookmark: _Toc118499915][bookmark: _Toc118576389](Training scheme, Lifecycle stage, Training entity, Dataset type)
[bookmark: _Toc118126782][bookmark: _Toc118446376][bookmark: _Toc118499916][bookmark: _Toc118576390]where:
[bookmark: _Toc118126783][bookmark: _Toc118446377][bookmark: _Toc118499917][bookmark: _Toc118576391]Training scheme: Type 1, Type 2, Type 3
[bookmark: _Toc118126784][bookmark: _Toc118446378][bookmark: _Toc118499918][bookmark: _Toc118576392]Lifecycle stage: Initial Training, Model update, Fine-tuning
[bookmark: _Toc118126785][bookmark: _Toc118446379][bookmark: _Toc118499919][bookmark: _Toc118576393]Training entity: UE, gNB, both UE and gNB, cloud node(s)
[bookmark: _Toc118126786][bookmark: _Toc118446380][bookmark: _Toc118499920][bookmark: _Toc118576394]Dataset type: Simulated dataset, Offline field dataset, Online (near-real time) dataset
In each combination, some KPIs are more important to be reported.  As some examples, in the following we present our view on important KPIs related to Type3.
· Case 1: (Type 3, initial training, two cloud nodes, simulated data)
· Overhead of model transfer for the UE-part
· Discussion on accuracy of model after deployment in real environment
· [bookmark: _Hlk115097599]Case 2: (Type 3, initial training, two cloud nodes, Offline field data)
· Overhead of model transfer for the UE-part
· Overhead of ground-truth CSI transmission
· Case 3: (Type 3, initial training, UE and gNB nodes, Offline field data)
· Overhead of training data transmission (between the UE and gNB)
· Complexity of model training on UE
· Whether separate model is needed per UE or the model is generalizable  
· Case 4: (Type 3, Fine tuning, two cloud nodes, Offline field data)
· Overhead of model transfer for the UE-part
· Overhead of ground-truth CSI transmission
· Latency of ground-truth CSI transmission
· Case 5: (Type 3, Fine tuning, UE and gNB nodes, online field data)
· Overhead of training data transmission (between the UE and gNB)
· Complexity of model training on UE
· Whether separate model is needed per UE or the model is generalizable  
· Latency of model training 
· Case 6: (Type 3, Fine tuning, two cloud nodes, online field data)
· Overhead of model transfer for the UE-part
· Overhead of ground-truth CSI transmission
· Latency of ground-truth CSI transmission
· Latency of model training 
Proposal 2 [bookmark: _Toc115421238][bookmark: _Toc115421365][bookmark: _Toc118499921][bookmark: _Toc118576395][bookmark: _Toc115191202][bookmark: _Toc115341650][bookmark: _Toc115342402][bookmark: _Toc115421239][bookmark: _Toc115421366][bookmark: _Toc115451112][bookmark: _Toc118126787][bookmark: _Toc118446381]Identify important  quadruples of (Training scheme, Lifecycle stage, Training entity, Dataset type) and  discuss which KPIs should be evaluated for each case. 
Proposal 3 [bookmark: _Toc118499922][bookmark: _Toc118499923][bookmark: _Toc118499924][bookmark: _Toc118576396][bookmark: _Toc118446383]For initial training based on Type 3, when training carried out on cloud nodes, the performance and overhead associated with model adaptation (e.g., model update, model switching, model fine-tuning) should be discussed.  
Proposal 4 [bookmark: _Toc118499925][bookmark: _Toc118576397]For Type 3 training, the overhead and latency associated with transfer of training/update dataset  and the trained AI model to the UE should be evaluated. This analysis is needed regardless of whether the transfer is based using 3GPP signalling.
[bookmark: _Ref118125709]Performance of an AI/ML model for different UE link-types  
In RAN#109-e [2], we have agreed on parameters of EVM (also specified in appendix 7.1) which are used for generation of simulated training data and evaluation of the model. We have also agreed to report average throughput or intermediate KPI for evaluation of the proposed model. Some companies also suggested to present CDF of throughput or intermediate KPIs.
In the following we discuss:
· Due to the EVM assumption, there are different types of links in the environment
· The number of samples from different link-types are very different (e.g., based on assumption on UE distribution).
· Average and CDF of the metrics mask the performance for UEs with less likely link-types.
Simulation assumption: 
· We simulate users using the proposed EVM, [2] (appendix 7.1) with 32 and 4 antennas at the eNB and the UE. 
· We have assumed that a single two-sided model ( for UE-part and  for gNB-part) is already trained using this dataset. The  and  parts are already deployed at the UE and gNB respectively.
· We have simulated the model in 2400 drops and each drop we have simulated 300 UEs with bandwidth of 10MHz and 13 sub-bands.
· We have used the samples of the last 85 drops (Total of 25500 samples) exclusively for testing.
· Single layer transmission.
Simulation results: 
a) Average intermediate KPI: Considering all UEs, the following is the performance of the AI/ML model with respect to Type2. Rel-16 codebook.
Table 1. AI/ML Intermediate KPI Performance. 
	Test Set
	Model
	# of feedback
	SGCS
	GCS

	AI/Ml Model
	
	272 bits
	87.0
	93.0

	[bookmark: _Hlk118113879]Type2. Rel16
	--
	272 bits
	81.4
	89.6



b) CDF of the intermediate KPI: Considering all UEs, the following is the performance of the AI/ML mode with respect to Type2. Rel16 codebook.
	[image: ]

	: CDF of SGCS for different UEs under test


c) Number of UEs in different link-types: In our EVM, we have used UMA scenario which has different link characteristic of LOS, NLOS, and O2I and for UE distributions, we have used UE deployments of 80% indoor (3km/h), 20% outdoor (30km/h). With these assumptions, there are at least three different UE link-types in the network. In our test samples size of 25500 samples, we counted the number of UEs in each link-type. The results are as the following.

Table 2. UE Link-Type distribution.  
	
	Link Characteristic
	UE deployment type
	Number of UEs

	UE Link-Type 1
	O2I
	Indoor
	20400

	UE Link-Type 2
	NLOS
	Outdoor Car
	3080

	UE Link-Type 3
	LOS
	Outdoor Car
	2020



As can be seen, the dataset is highly imbalanced. So, the average/CDF test results mainly represent the results of the UE link-type-1. To see how UEs in the different link-types are benefiting from the AI/ML model, it is important to evaluate the performance of individual UE link-types separately. 
d) Now, instead of reporting the aggregate performance for all UEs, we have computed the performance of the AI/ML model for each link-type. The results are as the following:
Table 3. AI/ML Intermediate KPI Performance. 
	Test Set
	# of feedback
	Feedback method
	SGCS
	GCS

	Average All
	272 bits
	AI/ML Model
	87.0
	93.0

	
	
	Type2. Rel16
	81.4
	89.6

	UE Link-Type1
	272 bits
	AI/ML Model
	87.0
	93.0

	
	
	Type2. Rel16
	81.3
	89.7

	UE Link-Type2
	272 bits
	AI/ML Model
	81.02
	89.6

	
	
	Type2. Rel16
	75.04
	85.7

	UE Link-Type3
	272 bits
	AI/ML Model
	96.1
	97.9

	
	
	Type2. Rel16
	91.8
	95.7



The first observation is that the trained model in our simulation always has better performance compared to the Rel.16 codebook. The next observation is that the  “average result” is mainly dominated by the result of UE link-Type 1 while the results of only UE link-Type2 and UE link-Type3 are very different. Note that such difference cannot be observed in the average or CDF of the KPI. So, it seems essential to report the performance of the AI/ML model for different UE types.

Note: What is the best way to construct UE-link type still need further studies, i.e., for now we have divided the UEs links based on the combination of the link Characteristic and UE deployment type. This can be extended further if needed.
   
 Due to the non-uniform nature of number of UEs link-types in EVM, the average performance is biased towards one particular UE link-type.
CDF of throughput/intermediate KPIs cannot effectively show the performance of all  link-types.
Proposal 5 [bookmark: _Toc118126788][bookmark: _Toc118446384][bookmark: _Toc118499926][bookmark: _Toc118576398]Other than the average performance, companies are encouraged to report the performance of the AI/ML model for each link-types. 
[bookmark: _Toc118126789][bookmark: _Toc118446385][bookmark: _Toc118499927][bookmark: _Toc118576399]At least initially, UE link-types can be defined as below. Other link-types are for FFS. 
[bookmark: _Toc118126790][bookmark: _Toc118446386][bookmark: _Toc118499928][bookmark: _Toc118576400]link-Type1: Indoor/O2I
[bookmark: _Toc118126791][bookmark: _Toc118446387][bookmark: _Toc118499929][bookmark: _Toc118576401]link-Type2: Outdoor-car/NLOS
[bookmark: _Toc118126792][bookmark: _Toc118446388][bookmark: _Toc118499930][bookmark: _Toc118576402]link-Type3: Outdoor-car/LOS 
Having UEs with different link-types, model adaptation (e.g., fine-tuning, model update) may improve the performance of the AI/ML. Of course, the gain and the cost associated with such model adaptation should be evaluated.

Proposal 6 [bookmark: _Toc118446389][bookmark: _Toc118499931][bookmark: _Toc118576403]Model adaptation (e.g., fine-tuning, model update) can be performed for UEs of different link-types.  
Proposal 7 [bookmark: _Toc118446390][bookmark: _Toc118499932][bookmark: _Toc118576404]Performance and cost associated with model adaptation (e.g., fine-tuning, model update) should be evaluated for different UE link-types.
Metrics for intermediate performance evaluation
Relative Achievable Rate
Consider an eNB and a UE equipped with  and  antennas respectively. We have collected  samples of the channel  where  shows different time samples and jshow the number of frequency measurements we have over different subcarriers.  , itself, is a complex-valued matrix of size , i.e.,  . The corresponding Tx-side eigenvectors and eigenvalues of  are denoted by  and  where  and  is the number of eigenvectors. Also, . Furthermore, assume that the estimated Tx-side eigenvectors and eigenvalues are denoted by  and , respectively. Also, 
As we discussed in last meetings, GCS based metrics are vulnerable to eigenvector mismatch. In addition GCS is not directly associated with the achievable throughput of the network. 
To remove eigenvector mismatch problem and also having a closer metric to the network throughput, we propose to use relative achievable rate (RAR) defined as:
[bookmark: _Toc115341641][bookmark: _Toc115342393]
[bookmark: _Hlk114819892]where  is the SNR. This can be simplified as
[bookmark: _Toc115341642][bookmark: _Toc115342394]

Note that  varies in different . So, in general it can be evaluated for different values of  
[bookmark: _Hlk114819981]Also, to have an even a simpler evaluation metric, we can report RAR(1), i.e.,:
[bookmark: _Toc115341643][bookmark: _Toc115342395]

Proposal 8 [bookmark: _Toc110598707][bookmark: _Toc110598786][bookmark: _Toc110598960][bookmark: _Toc110599022][bookmark: _Toc110603250][bookmark: _Toc110604783][bookmark: _Toc110639309][bookmark: _Toc110846491][bookmark: _Toc110852479][bookmark: _Toc111019165][bookmark: _Toc111102009][bookmark: _Toc111193843][bookmark: _Toc115191196][bookmark: _Toc115341644][bookmark: _Toc115342396][bookmark: _Toc115421233][bookmark: _Toc115421359][bookmark: _Toc115451108][bookmark: _Toc118126795][bookmark: _Toc118446391][bookmark: _Toc118499933][bookmark: _Toc118576405]As one intermediate KPI, to evaluate the efficiency of the estimated precoders, we suggest to use relative achievable rate (RAR) defined as : 
[bookmark: _Toc115341645][bookmark: _Toc115342397][bookmark: _Toc115421234][bookmark: _Toc115421360][bookmark: _Toc110603252][bookmark: _Toc110604785][bookmark: _Toc110639311][bookmark: _Toc110846493][bookmark: _Toc110852481][bookmark: _Toc111019167][bookmark: _Toc111102011][bookmark: _Toc111193845][bookmark: _Toc110598708][bookmark: _Toc110598788][bookmark: _Toc110598962][bookmark: _Toc110599024]
[bookmark: _Toc115191198][bookmark: _Toc115341646][bookmark: _Toc115342398][bookmark: _Toc115421235][bookmark: _Toc115421361][bookmark: _Toc115451109][bookmark: _Toc118126796][bookmark: _Toc118446392][bookmark: _Toc118499934][bookmark: _Toc118576406]where  is the SNR and channels are normalized, i.e.,   is assumed to be normalized. For simplification,  can report at , i.e.,

[bookmark: _Toc115421362]

· [bookmark: _Toc110603253][bookmark: _Toc110604786][bookmark: _Toc110639312][bookmark: _Toc110846494][bookmark: _Toc110852482][bookmark: _Toc111019168][bookmark: _Toc111102012][bookmark: _Toc111193846][bookmark: _Toc115191199][bookmark: _Toc115341647][bookmark: _Toc115342399][bookmark: _Toc115421236][bookmark: _Toc115421363][bookmark: _Toc115451110][bookmark: _Toc118126797][bookmark: _Toc118446393][bookmark: _Toc118499935][bookmark: _Toc118576407]Note also, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models). 

AI/ML-based CSI prediction sub-use case
Observation and Prediction windows for CSI prediction
One other important aspect of CSI prediction is the observation and prediction windows corresponding to CSI prediction, where the observation window corresponds to the time window (in slots) corresponding to CSI measurements based on DL CSI-RS transmission, and the prediction window corresponds to the time window (in slots) that corresponds to the predicted CSI feedback, i.e., the future time frame in which the fed back CSI is valid. We would like to note that both the observation window and prediction window for CSI prediction have been discussed in MIMO agenda 9.1.2 for CSI enhancements for high-speed UEs [1], and in our opinion the same assumptions can be used for AI/ML-based CSI prediction sub-use case, if supported. The assumptions are as follows:
· Observation window: This was agreed to correspond to a time window in which the UE receives a burst of CSI-RS transmissions. Two alternatives were proposed: 
· Alt1. A number p of CSI-RS transmission occasions of a periodic/semi-persistent CSI-RS resource
· Alt2. A number κ of aperiodic CSI-RS resources with a spacing of m slots between two consecutive CSI-RS transmissions, e.g., m=1,2
· Prediction window: This corresponds to WCSI slots for which the UE feeds back corresponding precoding vectors, where . The value N4 is the number of precoding vectors fed back in one CSI report across time domain, and d is a number of slots over which the same precoding vector is valid
Proposal 9 [bookmark: _Toc118576408]For observation window and prediction window in AI-based CSI prediction, reuse the definitions agreed in Rel-18 MIMO CSI enhancements for high speed


Conclusions
This contribution addressed AI/ML-based CSI feedback enhancements. We have the following observations and proposals:
Proposal 1:	As the KPIs needed for evaluation of a certain training scheme differ based on parameters such as lifecycle stage, training entity, dataset type, companies are encouraged to report the following quadruple in their performance evaluations.
	(Training scheme, Lifecycle stage, Training entity, Dataset type)
	where:
	Training scheme: Type 1, Type 2, Type 3
	Lifecycle stage: Initial Training, Model update, Fine-tuning
	Training entity: UE, gNB, both UE and gNB, cloud node(s)
	Dataset type: Simulated dataset, Offline field dataset, Online (near-real time) dataset
Proposal 2	Identify important  quadruples of (Training scheme, Lifecycle stage, Training entity, Dataset type) and  discuss which KPIs should be evaluated for each case.
Proposal 3	For initial training based on Type 3, when training carried out on cloud nodes, the performance and overhead associated with model adaptation (e.g., model update, model switching, model fine-tuning) should be discussed.
Proposal 4	For Type 3 training, the overhead and latency associated with transfer of training/update dataset  and the trained AI model to the UE should be evaluated. This analysis is needed regardless of whether the transfer is based using 3GPP signalling.
Proposal 5	Other than the average performance, companies are encouraged to report the performance of the AI/ML model for each link-types.
	At least initially, UE link-types can be defined as below. Other link-types are for FFS.
	link-Type1: Indoor/O2I
	link-Type2: Outdoor-car/NLOS
	link-Type3: Outdoor-car/LOS
Proposal 6	Model adaptation (e.g., fine-tuning, model update) can be performed for UEs of different link-types.
Proposal 7	Performance and cost associated with model adaptation (e.g., fine-tuning, model update) should be evaluated for different UE link-types.
Proposal 8	As one intermediate KPI, to evaluate the efficiency of the estimated precoders, we suggest to use relative achievable rate (RAR) defined as :

where  is the SNR and channels are normalized, i.e.,   is assumed to be normalized. For simplification,  can report at , i.e.,

	Note also, if the metric is intended for comparison between different implementations which use the same “H”, then the denominator can be removed (as it will be the same between different models).
Proposal 9	For observation window and prediction window in AI-based CSI prediction, reuse the definitions agreed in Rel-18 MIMO CSI enhancements for high speed
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Appendix 1

[bookmark: _Ref111220018]Simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 2GHz 

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ


	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)


	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	FFS

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	Overhead
	Only CSI-feedback overhead

	Traffic model
	Full Buffer

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
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