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1 Introduction
[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK40][bookmark: OLE_LINK41][bookmark: OLE_LINK83][bookmark: OLE_LINK118][bookmark: OLE_LINK119]Rel-18 study item on AI/ML for NR air interface [1] has been agreed in RAN#94-e-Meeting. Specifically, CSI feedback enhancement was agreed as an initial use case. Among the objectives, the scope of this SI mainly includes finalizing representative sub use cases in the agreed use case and assessing potential specification impact for the agreed sub use cases.
[bookmark: OLE_LINK29][bookmark: OLE_LINK30]In RAN1#109-e-Meeting [2], spatial-frequency domain CSI compression using two-sided AI/ML model has been agreed as one representative sub use case. In this contribution, we provided our views on finalization of the other representative sub use cases and potential specification impact for CSI compression using two-sided model.
2 Previous agreements
In RAN#94-e-Meeting [1], the following agreements were reached for Rel-18 study item on AI/ML for NR air interface.
	Objective of SI
[bookmark: OLE_LINK59][bookmark: OLE_LINK58]Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· [bookmark: OLE_LINK46][bookmark: OLE_LINK47]Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· [bookmark: OLE_LINK42][bookmark: OLE_LINK43]The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

For the use cases under consideration:
[bookmark: OLE_LINK60][bookmark: OLE_LINK61]Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· [bookmark: OLE_LINK7][bookmark: OLE_LINK8]Consider aspects related to, e.g., the potential specification of the AI/ML model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



In RAN1#109-e [2], the following agreements were reached for finalizing representative sub use cases for AI/ML based CSI feedback enhancement.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI/ML model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 



In RAN1#110 [3], the following agreements were reached for AI/ML model training collaborations and potential specification impacts for CSI compression using two-sided model.
	Agreement
[bookmark: OLE_LINK122]In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  


[bookmark: _Hlk101866643][bookmark: OLE_LINK14][bookmark: OLE_LINK64][bookmark: OLE_LINK65]
In RAN1#110b-e [4], the following agreements were reached for potential specification impacts for CSI compression using two-sided model.
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection
Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE


3 Discussion on finalization of sub-use case 
[bookmark: OLE_LINK108][bookmark: OLE_LINK109]In this section, we present our suggestions on finalization of the other representative sub use cases together with the reasons.
3.1 [bookmark: _Hlk101861291][bookmark: OLE_LINK23][bookmark: OLE_LINK24][bookmark: OLE_LINK264][bookmark: OLE_LINK265]Discussion on CSI feedback prediction
There have been discussions regarding the use of AI/ML in Release 18 for improving CSI feedback procedures relating to the air interface. In order to improve accuracy and allow fast adaptation to changing channel conditions, a relatively small CSI reporting periodicity is needed (resulting in an increased CQI reporting frequency), which leads to increased signaling overhead and increased power consumption. A relatively frequent periodic CSI feedback from the UE to the scheduler may need CQI reporting in every few transmission time intervals (TTIs), even though there may be little (or no) variation in the CQI during certain periods. In other words, there may be periods when the same or a similar CQI value is reported at relatively short intervals. In case of aperiodic CSI feedback, more frequent feedback would require more frequent DCI transmissions from the gNB to the UE. Thus, the current CSI feedback overhead is not ideal for relatively fast link adaptation. With the introduction of AI/ML, the CSI feedback timing may autonomously adapt to traffic arrival rate and channel condition.
A UE may experience periodic or repetitive/repeatable CQI variation, for example, a moving object (mechanical arm or a vehicle with fixed route) in a controlled environment such as in a setting of factory automation. The stability of UE movements makes it possible to predict future channel variation points. 
The proposed method of CSI feedback overhead reduction based on the points of variation has the advantage of reduced complexity and improved accuracy, and should be supported as a representative sub use case for CSI feedback enhancement.
[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK102]Proposal 1: Support the adjustment of CSI feedback rate/ CSI reporting pattern based on the predicted CSI variation points as a sub-use case of the CSI feedback based on prediction.
4 Discussion on potential specification impact 
In this section, we present our suggestions on potential specification impact for the agreed sub use cases (i.e., CSI compression using two-sided model) and the proposed sub use case in Section 3.1.
4.1 Data collection
[bookmark: OLE_LINK132][bookmark: OLE_LINK133]For data collection in model training (and model update, model monitoring), the specific or dedicated RSs (called as “training RS”) for acquiring CSI is necessary no matter what type of model training. And gNB or UE needs to collect the data and corresponding labels to perform model training based on the training RS. On the one hand, gNB can configure the training RS explicitly for UE because the training RS may need to satisfy specific requirements. For example, the configured training RS must be sufficient to obtain the channel response or eigenvector as accurately as possible. On the other hand, the training RS can be obtained implicitly rather than being configured explicitly due to additional overhead, for example, based on the configured RSs for CSI measurement and reporting that satisfy the model training requirements.
[bookmark: OLE_LINK127][bookmark: OLE_LINK103][bookmark: OLE_LINK138]Proposal 2: Study the mechanism of obtaining RSs specific for data collection in model training, model update and model monitoring, e.g., explicit configuration, implicit acquirement.
4.2 [bookmark: OLE_LINK143][bookmark: OLE_LINK144][bookmark: OLE_LINK156]Model selection
For better generalization performance, we can collect data from different channel environments (e.g., LOS, NLOS) to train an AI/ML model, that is, model training is performed based on a mixed training dataset. However, blindly pursuing better generalization performance may lead to the decline of the performance (e.g., accuracy) of model inference in single environment. To avoid the problem, multiple AI/ML models may need to be trained for multiple different channel environments (e.g., LOS, NLOS).
[bookmark: OLE_LINK85]Furthermore, different inputs or outputs (e.g., type, size) are also designed as different AI/ML models. Specifically, for CSI compression using two-sided model, different size of compressed bits (e.g., 48 bits, 120 bits) corresponds to different AI/ML models. Generally speaking (relevant simulation results have been presented at the last meeting), the larger the number of compressed bits, the better the AI/ML model performance (i.e., performance of model inference). Further, model inference needs to be performed based on the AI/ML model having the best model performance, i.e., having the largest number of compressed bits. However, in some scenarios, the AI/ML model having the largest number of compressed bits may not be the most suitable for model inference. For example, in a real-world environment, the gap between the AI/ML model performance corresponding to 48 bits and 120 bits is not significant. In this case, at least from the perspective of saving CSI feedback overhead, applying the AI/ML model corresponding to 48 bits to model inference is a more reasonable way obviously. Similarly, for other potential sub use cases (e.g., CSI prediction using one-sided model), multiple different AI/ML models can also be arranged. For example, two models (e.g., Model-0 and Model-1) are deigned as K=4 and K=8 respectively, i.e., Model-0: use 4 historical CSIs to predict the future CSIs. Model-1: use 8 historical CSIs to predict the future CSIs. Generally, the CSIs predicted by Model-1 is more accurate. Once the AI/ML model performances of the two models are similar in a real-world environment, Model-0 can be applied for model inference because of less overhead of CSI measurement and reporting. Therefore, for each sub use case, it is possible and necessary to arrange multiple AI/ML models to applicable to different scenarios or requirements.
[bookmark: OLE_LINK168][bookmark: OLE_LINK169][bookmark: OLE_LINK257][bookmark: OLE_LINK89][bookmark: OLE_LINK107]Observation 1: For a sub use case (or the same functionality), multiple AI/ML models corresponding to different scenarios (e.g., LOS, NLOS) or different inputs/outputs may be arranged.
[bookmark: OLE_LINK152][bookmark: OLE_LINK153]As mentioned above, the most suitable model needs to be selected from multiple AI/ML models for model inference. It means that UE or gNB needs to know the AI/ML model performance of all AI/ML models simultaneously. For example, UE reports the performances of all AI/ML models to gNB, and gNB selects an AI/ML model for model inference according to the trade-off between the AI/ML model performance and the CSI feedback overhead.
[bookmark: OLE_LINK154][bookmark: OLE_LINK155]Certainly, after model selection in UE or gNB side, the selected AI/ML model needs to be indicated to the other side. Otherwise, the other side cannot know which AI/ML model is selected for model inference, which may affect the allocation of reporting UL resources by gNB. For example, in CSI feedback compression, gNB cannot know how many UL resources for reporting compressed bits are allocated for UE (assuming model selection at UE side).
[bookmark: OLE_LINK157][bookmark: OLE_LINK158][bookmark: OLE_LINK129][bookmark: OLE_LINK130]Furthermore, study the mechanism of model selection is benefit to facilitate AI/ML model lifecycle management, e.g., model deployment, model transfer, model monitoring, model switching, or model activation/deactivation. Specifically, for model deployment, model selection can be used to determine an initial model for model inference. For model transfer, model selection can be used to determine an AI/ML model that needs to be transferred. For model monitoring, periodic model selection can be used to determine the performance difference between the current AI/ML model and other candidate AI/ML models. For model switching, model selection can be used to determine the AI/ML model to switch to. For model activation/deactivation, model selection can be used to identify the AI/ML model that need to be activated or deactivated.
[bookmark: OLE_LINK94][bookmark: OLE_LINK95][bookmark: OLE_LINK104][bookmark: OLE_LINK105][bookmark: OLE_LINK92][bookmark: OLE_LINK93][bookmark: OLE_LINK159][bookmark: OLE_LINK160][bookmark: OLE_LINK163][bookmark: OLE_LINK256][bookmark: OLE_LINK164][bookmark: OLE_LINK165][bookmark: OLE_LINK252][bookmark: OLE_LINK253][bookmark: OLE_LINK90]Proposal 3: Study the mechanism of model selection, e.g., the following information should be exchanged between gNB and UE.
· Information related to multiple AI/ML models.
· Information indicating the selected AI/ML model.
4.3 [bookmark: _Hlk101867555]Model monitoring 
Generally, for CSI compression using two-sided model, model monitoring can be based on the intermediate KPIs, e.g., SGCS. And the SGCS is calculated by using the realistic CSI and the output CSI of the AI/ML model (i.e., decoder). However, for model training collaboration Type 2 or Type 3, the decoder at NW side is unknown to UE, which means that UE does not know the output CSI of the decoder, so it is unable to calculate the SGCS.
The AI/ML model learns from the historical experience. For model inference in reality, if the AI/ML model encounters the strange (or unfamiliar, novel) data that is not similar as the learned (or experienced) data in model training, the performance of model inference will deteriorate with great probability. Therefore, to some extent, the similarity between the online data and the training data (set) corresponding to the given AI/ML model can also be used indirectly as a metric for model monitoring. For example, the lower the similarity, the worse the corresponding AI/ML model inference. In other words, the current model is not suitable for the current environment. Additionally, model update is usually needed after the AI/ML model performance deteriorates. And the similarity related information is necessary for model update. For example, fine-tuning may be appropriate when the higher similarity and it means that less data required for model update, re-training fine-tuning may be appropriate when the lower similarity and it means that more data required for model update. Therefore, we should study the potential direct or indirect metrics and methods of model monitoring.
[bookmark: OLE_LINK98][bookmark: OLE_LINK99][bookmark: OLE_LINK106]Proposal 4: Study input data based model monitoring, e.g., based on the similarity between the online/realistic input data and training input data.
As mentioned in last section, multiple AI/ML models may be arranged for a sub use case (or the same functionality). Although the main purpose of model monitoring is to determine whether the current AI/ML model is available, if the model monitoring is only aimed at the current AI/ML model and does not consider other candidate models, it may lead to some undesirable situations. For example, the performance of the current AI/ML model meets certain predefined performance conditions, but the performance of other candidate models are far better than the current AI/ML model. In this case, it seems unwise to continue to apply the current AI/ML model. Therefore, to avoid the situation, we can consider monitoring multiple AI/ML models at the same time to ensure that an AI/ML model with better or optimal performance is applied. As an alternative, periodic model selection can be studied.
[bookmark: OLE_LINK100][bookmark: OLE_LINK101]Proposal 5: Study model monitoring for multiple AI/ML models.
4.4 Signaling to support the predicted CSI feedback
To support the sub-use case of CSI feedback prediction based on the points of CSI variation, a set of CQI reporting points may be calculated by gNB based on time or UE location. gNB may configure a timing set or location set for each UE or UE group following the initial training: 
Timing set {t0, t1,t2,t3,t4,…tn} where CSI feedback time tn is configurable within a longer validity duration, instead of fixed CQI reporting periodicity.
Location set {p0, p1, p2, p3, p4,…pn} or Distance set {d0, d1, d2, d3, d4, …dn} where CSI feedback is based on UE’s location Pn or distance dn travelled within a duration, replacing reporting based on timing interval. Significant location represents where there is a significant change in channel condition. 
gNB can gain knowledge of Time/Location/Distance set from model training. UE knows its own location/distance travelled or is notified using AI based positioning when it reaches each specified point for CQI reporting update.
In many cases, a combined time and location/distance set, where certain area has certain timing set, can be applicable.  
For the CQI timing set, a UE can be provided with a periodic CSI reporting pattern for CQI reporting, such as cqi-reportingPattern. Each bit of the pattern corresponds to a normal CQI reporting with a value of ‘0’ or a value of ‘1’ indicating, respectively, the skipping of CQI reporting or the normal CSI feedback during the validity duration of the CQI reporting pattern. 
For the CQI location/distance set, a UE can be provided with a CQI reporting positioning pattern for CQI reporting, such as cqi-reportingPosition. Each bit of the pattern corresponds to a pre-configured significant location/distance, with a value of ‘0’ or a value of ‘1’ indicating, respectively, ‘No change’ or ‘Update’ of cqi-reportingPattern/CQI periodicity.
The time/position/distance may be reset to ‘0’ or the starting point after a configurable time duration, number of positions or length of distance, and CSI feedback may be skipped if no traffic is expected.
[bookmark: _Hlk101294943]Upon reaching a significant point of variation (determined by time, location or distance), the CSI Feedback pattern may be updated autonomously based on a trained/configured/reconfigurable Location/Distance Set Index and Timing Set Index mapping table as shown in Table 1.
Table 1 Location/Timing set mapping table
	Location/Distance Set Index
	Timing Set Index

	posInd1
	CQI Timing Set a

	posInd2
	CQI Timing Set b

	posInd3
	CQI Timing Set c

	posInd4
	CQI Timing Set d

	…
	…



The CQI reporting periodicity may also be updated autonomously. Upon reaching a significant point of variation (determined by time, location or distance), the CQI reporting periodicity may be updated autonomously based on a trained/configured/reconfigurable CQI-Periodicity and Location/Distance Set mapping table as shown in Table 2.
Table 2 Location/CQI periodicity table
	CQI periodicity
	Location/Distance Set

	2ms
	p0, …, pm; d0, …, dm

	5ms
	pm+1…, pn; dm+1,…,dn

	8ms
	pn+1,…, ps; dn+1, …,ds

	10ms
	ps+1, …, pt; ds+1,…,dt

	…
	…


[bookmark: _Hlk101800229]Proposal 6: Support the location/CQI report timing set mapping table based on AI/ML.
Proposal 7: Support the location/CQI periodicity mapping table based on AI/ML.
5 Conclusion
[bookmark: _Hlk101889792]In this contribution, we provided our views on the finalization of representative sub use cases and potential specification impact for CSI feedback enhancements. Specifically, we have the following observations and proposals:
Observation 1: For a sub use case (or the same functionality), multiple AI/ML models corresponding to different scenarios (e.g., LOS, NLOS) or different inputs/outputs may be arranged.
Proposal 1: Support the adjustment of CSI feedback rate/ CSI reporting pattern based on the predicted CSI variation points as a sub-use case of the CSI feedback based on prediction.
Proposal 2: Study the mechanism of obtaining RSs specific for data collection in model training, model update and model monitoring, e.g., explicit configuration, implicit acquirement.
Proposal 3: Study the mechanism of model selection, e.g., the following information should be exchanged between gNB and UE.
· Information related to multiple AI/ML models.
· Information indicating the selected AI/ML model.
Proposal 4: Study input data based model monitoring, e.g., based on the similarity between the online/realistic input data and training input data.
Proposal 5: Study model monitoring for multiple AI/ML models.
Proposal 6: Support the location/CQI report timing set mapping table based on AI/ML.
Proposal 7: Support the location/CQI periodicity mapping table based on AI/ML.
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