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1. [bookmark: _Toc120549591]Introduction
In RAN1#110 bis e-meeting [1], the following agreements and working assumptions for AI/ML for beam management have been approved. 
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.
In this contribution, we concentrate on studying spatial domain beam prediction sub use case BM-Case1 and discuss the potential specification impact.
2.  Discussion on model training 
In previous meeting, we have discussed whether the AI/ML model training and inference are at the same side or different sides should be supported for BM-Case1 and BM-Case2. According to the discussions on network-UE collaboration level in AI 9.2.1, if AI/ML model training and inference are at different nodes, level-z would be supported. We think whether and how to support level-z should be discussed in AI 9.2.1, hence we can first focus on the case of AI/ML model training and inference are at the same side.
Proposal 1: For BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
•	Alt.1. AI/ML model training and inference at NW side
•	Alt.2. AI/ML model training and inference at UE side
•	Regarding whether to support Alt.3 for BM-Case1 and BM-Case2, wait for the conclusion/agreement of Agenda item 9.2.1 on whether to support mode transfer or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
3.  Discussion on specification impact
In this section, the discuss the specification of impact of TX-RX beam pair prediction of BM-Case1, including the data collection, inference procedure, and model monitoring. 
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Data collection
For AI/ML based beam management, how to collect the data for training, testing, and performance monitoring should be considered. For Alt.1 of BM-Case 1, where Set A and Set B are different, to collect the model inputs and ground-truth labels, the network needs to transmit RS corresponding to the beams of Set B and Set A, and UE can obtain the RSRPs of these beams. For Alt.2 of BM-Case 1, where Set B is a subset of Set A, the network only needs to transmit RS corresponding to the beams of Set A. If model training is performed at the NW side, UE can report the model inputs and ground-truth labels to the network.
For TX-RX beam pair prediction, the beam pair ID is needed. The beam pair ID is mapped to a TX beam and a RX beam. How to align the beam pair ID between the network side and UE side should be studied. One possible way is that UE can report the number of RX beams to the network, and network inform the number of TX beams to the UE, then both sides can employ a pre-defined rule to determine the beam pair ID.
Proposal 2: For data collection of AI/ML based TX-RX beam pair prediction, study how to define and map the beam pair ID to align the understanding between the network and the UE.
Model Inference procedure of BM-Case1
Model inference may perform at NW side or UE side. To increase the prediction accuracy of Top-1 genie-aided beam pair, Top-K best beam pairs can be predicted by AI model and the best beam pair can be selected by measuring the L1-RSRP of Top-K best beam pairs. On the other hand, considering that only measured RS can be used as QCL source, the measurement of the selected best beam is necessary. Thus, both sparse beam sweeping and measurement of predicted Top-K beam process need to be considered in the procedure. 
Inference at NW side
The model inference procedure of spatial domain beam prediction at NW side is shown in Fig. 1. 
· Firstly, gNB transmits beam pairs in Set B, where beam pairs in Set B may be fixed or variable for different UEs. The detailed configuration of beam pairs in Set B is up to gNB.
· In step 2, UE reports the index and L1-RSRP of measured beam pairs. 
· In step 3, gNB inputs L1-RSRP of measured beam pairs into AI model and outputs the index and L1-RSRP of Top K best beam pairs among all beams.
· In step 4, UE measures L1-RSRP of Top K best beam pairs predicted by AI model.
· In step 5, UE reports the index of transmit beam and L1-RSRP corresponding to the best beam pair.
· In step 6, gNB indicates the beam for transmission afterwards.
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Fig. 1 spatial domain beam prediction at NW side.
In step 2, UE needs to report the index of measured beam pairs, where the index of measured beam pairs implicitly contains the number of Rx beams at UE. The number K of reported beam pairs may be larger than existing maximum number of reported beam pairs (i.e. 4). How to report the beam pair ID should also be discussed.
Proposal 3: For BM-Case1 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
•	UE to report the measurement results of more than 4 beams (pairs) in one reporting instance
In step 3, gNB uses the information of number of Rx beams at UE or the index of measured beam pairs obtained in step 2 to correctly sort index of all beam pairs.  
In step 4, gNB will indicate the Top-K beam pairs for measurement to UE. Since the beam pair ID is mapped to a TX beam and a RX beam, the UE will measure the beam pair by the corresponding RX beam, this can be realized by configuring the QCL relation for the RS associated to the TX beam, or by indicating the beam pair ID for measurement to UE.
In step 5 and step 6, similar as step 4, the beam pair reporting and beam pair indication can be based on the beam pair ID or reuse the legacy beam reporting and beam indication procedure, but the association between beam pair and RS with QCL relation should be defined. 
Proposal 4: For BM-Case1 with a network-side AI/ML model, study how to indicate the beam pair to UE.
Inference at UE side
The model inference procedure of spatial domain beam pair prediction at UE side is shown in Fig. 2. 
· Firstly, gNB transmits beam pairs in Set B, where beam pairs in Set B may be fixed or variable for different UEs. 
· In step 2, UE inputs L1-RSRP of measured beam pairs into AI model and outputs index and L1-RSRP of Top K best beam pairs among all beam pairs.
· In step 3, UE reports the index of predicted Top K beam pairs, the corresponding L1-RSRP can also be reported optionally. 
· In step 4, UE measures L1-RSRP of top K best beam pairs predicted by AI model.
· In step 5, UE reports the index of transmit beam and L1-RSRP corresponding to the best beam pair.
· In step 6, gNB indicates the beam for communication afterwards.
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Fig. 2 spatial domain beam prediction at UE side
In step 3, UE reports the index of Top K beam pairs among all beam pairs instead of index of transmit beam pairs. If the value of K is larger than the existing maximum number of reported beam pairs (i.e. 4), the enhancement is also needed for CSI report framework.
Proposal 5: For BM-Case1 with a UE-side AI/ML model, study whether to support UE to report the measurement results of more than 4 beams (pairs) in one reporting instance
Another discussion point of UE-side model is whether to report predicted L1-RSRP in step 3. We think the predicted L1-RSRP can provide the beam quality information to gNB. If all the predicted L1-RSRP of the Top-K beam pairs is low, the gNB may not to continue the following measurement of the Top-K beams, and the gNB can select other beam pair patterns of Set B for better beam quality. Whether the predicted L1-RSRP should be reported can be configured by the gNB.
 Proposal 6: For BM-Case1 with a UE-side AI/ML model, whether the predicted L1-RSRP need to be reported can be configured by the gNB.
In step 4, 5, 6, the procedures are the same as NW-side AI/ML model.

Model monitoring
Model monitoring can identify model performance degradation in time and perform model updating/switching/fallback to guarantee comparatively good system performance, which is important for model life cycle management. 
For spatial domain beam prediction sub use case BM-Case1, model monitoring performance metric needs to be determined, e.g. beam prediction accuracy related KPI can be used as model monitoring performance metric.
Proposal 7: For model inference of BM-Case1, beam prediction accuracy related KPI can be used as the metric of model performance monitoring.
For UE-sided model, the following three different model monitoring mechanisms have been discussed. 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
For UE-side model monitoring, we think the decision of model selection/activation/ deactivation/switching/fallback operation should be reported to the network, and the decision can be applied after UE receiving the acknowledgement from the network. Otherwise, it may cause the misunderstanding of the beam reporting. For NW-sided model, we think NW-side model monitoring can be considered. For NW-sided model, if beam prediction accuracy is used as the metric of model monitoring, UE could measure the quality of the beams in Set A to find the Top-1 genie-aided beam, and feedback the results to gNB. The NW can obtain the beam prediction accuracy based on the index of the reported Top-1 genie-aided beam, and then decide whether model updating/switching/fallback is needed. 
Proposal 8: For BM-Case1 with a NW-side AI/ML model, study the following mechanism for model monitoring:
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
1 
4. Conclusion
In this contribution, we discussed the model training and potential specification impact of BM-Case1, and the following proposals are made.
Proposal 1: For BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
•	Alt.1. AI/ML model training and inference at NW side
•	Alt.2. AI/ML model training and inference at UE side
•	Regarding whether to support Alt.3 for BM-Case1 and BM-Case2, wait for the conclusion/agreement of Agenda item 9.2.1 on whether to support mode transfer or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
Proposal 2: For data collection of AI/ML based TX-RX beam pair prediction, study how to define and map the beam pair ID to align the understanding between the network and the UE.
Proposal 3: For BM-Case1 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
•	UE to report the measurement results of more than 4 beams (pairs) in one reporting instance
Proposal 4: For BM-Case1 with a network-side AI/ML model, study how to indicate the beam pair to UE.
Proposal 5: For BM-Case1 with a UE-side AI/ML model, study whether to support UE to report the measurement results of more than 4 beams (pairs) in one reporting instance
Proposal 6: For BM-Case1 with a UE-side AI/ML model, whether the predicted L1-RSRP need to be reported can be configured by the gNB.
Proposal 7: For model inference of BM-Case1, beam prediction accuracy related KPI can be used as the metric of model performance monitoring.
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