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1  Introduction

In RAN1#110bis e-meeting [1], the following agreements and working assumptions have been approved.
	Working Assumption

· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.

· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:

· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.

FFS: usage of model ID with associated information and/or model functionality based LCM procedure

FFS: whether support of model ID

FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:

· Decision by the network 

· Network-initiated

· UE-initiated, requested to the network

· Decision by the UE

· Event-triggered as configured by the network, UE’s decision is reported to network

· UE-autonomous, UE’s decision is reported to the network

· UE-autonomous, UE’s decision is not reported to the network

FFS: for network sided models

FFS: other mechanisms
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.

FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.

Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:

-
Procedure and assistance signaling for the AI model switching and/or selection

FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).

FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement

Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:

i. Monitoring based on inference accuracy, including metrics related to intermediate KPIs

ii. Monitoring based on system performance, including metrics related to system peformance KPIs

iii. Other monitoring solutions, at least following 2 options.

· Monitoring based on data distribution

a) Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.

b) Output-based: e.g., drift detection of output data

· Monitoring based on applicable condition
· Note: Model monitoring metric calculation may be done at NW or UE

Agreement

Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance

iv. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)

v. Overhead (e.g., signaling overhead associated with model monitoring)

vi. Complexity (e.g., computation and memory cost for model monitoring)

vii. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)

viii. FFS: Power consumption

ix. Other KPIs are not precluded.

Note: Relevant KPIs may vary across different model monitoring approaches.

FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including

x. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites

xi. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site

· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]

xii. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML

· Clarification on inference complexity

· Note: Inference complexity includes complexity for pre- and post-processing.

· LCM related complexity and storage overhead

· Storage/computation for training data collection.

· Storage/computation for training and model update

· Storage/computation for model monitoring.

· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.

· FFS: Power consumption, latency (e.g., Inference latency)
Conclusion

This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP. 


In this contribution, we present our views on network-UE collaboration levels, model life cycle management, framework for AI/ML for air-interface, and evaluation methodology of AI/ML for air interface.
2  Network-UE collaboration levels
In RAN1#110bis-e meeting, the definitions of Level-y and Level-z were further discussed. According to the definitions of model transfer and model delivery, model transfer means model delivery over the air interface. Hence, we think the working assumption can be confirmed.
Proposal 1: Confirm the working assumption on Level y-z boundary.
·  Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.

·  Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
·  Clarifying note: Level y includes cases without model delivery.

Based on the discussion in previous meetings, several model delivery methods can be considered, which can be categorized as follows. 
· Opt1. UE specific format based model transfer
· Opt2. Standard format based model transfer

· Opt3. OTT/OAM based model delivery 
Different UE may support different AI/ML frameworks. For Opt1, UE can first report the AI/ML framework it supports to NW, e.g., via UE capability report, then NW delivers the AI/ML model to UE over the air interface, and the model structure and model parameters are represented by the format the UE supports. For Opt2, model structure and model parameters are represented by a standard format, and NW delivers the standard format to UE over the air interface. Both Opt1 and Opt2 should be viewed as Level-z, and the exact signaling for model transfer (e.g, via RRC, NAS,…) can be discussed in RAN 2. For Opt3, the model delivery may be transparent to air-interface, but whether other signaling enhancement is needed for Opt3 should be discussed.
Proposal 2: Study the following options and potential spec impact of model delivery. 

· Opt1. UE specific format based model transfer

· Opt2. Standard format based model transfer

· Opt3. OTT/OAM based model delivery 

3  Model life cycle management
Life cycle management (LCM) of AI/ML model is necessary for obtaining satisfactory performance by applying AI/ML model, and several components of LCM have been discussed in the last meeting. 
Data collection

Data collection is needed for model training, model inference, and model monitoring. For different purposes, the requirements and mechanisms for data collection can be different. For model training, a large size and high accuracy dataset may be needed. The dataset delivery can be done based on 3GPP signaling or transparent to 3GPP. For one-sided model, if the data collection and model training can be performed at the same side, non-3GPP based data collection mechanism can be used. But if data collection and model training are performed at different sides, 3GPP based data collection can be used to deliver the data from one side to the other side. For two-sided model with Type 2 or Type 3 training, a common dataset should be used at the UE side or network side. For Type 2 training, the common dataset will be used for training the AI/ML model at the UE side and network side. For Type 3 training, the common dataset will be delivered to UE if the first part of AI/ML model is trained by the network. In such case, we think the common dataset can be delivered via air-interface, and the potential spec impact should be studied. 
Proposal 3: For data collection, study the potential spec impact of dataset delivery based on 3GPP signaling.
In last meeting, it was agreed to study potential specification impact needed to enable the development of a set of specific models. To develop scenario-/configuration/site-specific models, the scenario-/configuration/site-specific datasets are the perquisite. How to construct the dataset and inform the related information should be discussed. One potential way is to associate the dataset with a specific scenario/configuration/site, and the association can be informed to UE by 3GPP signaling.
Proposal 4: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.
Model registration and Model configuration
Model registration and model configuration have been listed as components of LCM, but the terminologies have not been defined yet. In our view, model registration is a process by which a model registers to the network, and some information on the model should be provided. After model registration, the network will assign a model ID for the registered model, and this model ID can be used for model selection/activation/deactivation/monitoring. In addition, the model registration should be applied for UE-sided model and two-sided model.

The model description information during registration may include the following aspects:
· Model functionality

· Model applicability scenarios, configurations

· Information on model input

· Information on model output

· Information on assistance information

For the above several kinds of model description information, the model functionality should be mandatorily provided during registration to make network understand which sub use case(s) this model can be applied to. And whether the model applicability scenarios/configurations are needed or not may be related to the generalization of this model, for the model with well generalization capability, this description information may not be needed. For the model input, in some case, like the generation part for CSI compression sub use case, the model input is related to the UE implementation and does not need standardization. As for the model output and the necessary assistance information of the model, whether and how to provide them is much related to their functionality and can be discussed in each sub use case.
Proposal 5: Model registration is a process by which a model registers to the network, and some information on the model description should be provided. 
Proposal 6: For the model description information during model registration, the following aspects could be considered:
· Model functionality

· Model applicability scenarios, configurations

· Information on model input

· Information on model output

· Information on assistance information

For model configuration process, network will provide the information of model ID and some information on the model description to UE. The model configuration may be applied in one-sided model and two-sided model.

The model description information during configuration may include the following aspects:

· Model functionality

· Model applicability scenarios, configurations

· Information on model input

· Information on model output

· Information on assistance information

If model inference performed at UE side and model training performed at gNB side, the model configuration may happen together with model delivery, so that UE could know how to use the received AI/ML model immediately after model delivery. Therefore, model configuration and model delivery can be integrated into one procedure, that means the basic information (e.g, the ID, the functionality, …) of the model will be transmitted along with the model structure and parameters. 
Proposal 7: Model configuration is a process to provide the information of model ID and model description to UE. 
Proposal 8: For the model description information during model configuration, the following aspects could be considered:

· Model functionality

· Model applicability scenarios, configurations

· Information on model input

· Information on model output

· Information on assistance information

Proposal 9: When model inference is performed at UE side and model training is performed at gNB side, model configuration and model delivery can be integrated into one procedure.

Model selection, activation, deactivation, switching

It was agreed that for UE-sided models and two-sided models, the decision for model selection/switching/activation/deactivation can be made by the network or the UE. For mechanism that make decision by the UE, one option is UE-autonomous and UE’s decision is not reported to the network. We think this mechanism is not reasonable. The operation between UE and network should be aligned. Take AI-based beam management as an example, if UE-sided model is used for DL Tx beam prediction, the beam reporting quantity can be different from that of the legacy beam reporting. If the AI/ML model is deactivated by UE, the network and UE should align the beam reporting accordingly. We think UE can report the decision to the network, and the decision can be applied after UE receiving the acknowledgement from the network. The signaling to report the decision and the acknowledgement to UE’s decision can be based on RRC or MAC-CE signaling.

Proposal 10: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network. 
Model monitoring
The goal of model monitoring is to evaluate the performance of the AI/ML model based on the defined metrics. The metrics can be directly or indirectly related to the AI/ML model performance, and can be different for each use case. Based on the results of the model monitoring, model updating/switching/activation/deactivation/fallback operations may be triggered. For UE-sided AI/ML model, the following model monitoring mechanisms have been agreed in AI 9.2.3.2.
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 

· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 

· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 

· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring

· UE monitors the performance metric(s) 

· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
These mechanisms can also be used for other UE-sided AI/ML models. For NW-side AI/ML model, it is natural that the AI/ML model is controlled by the network, and hence NW-side model monitoring can be considered.
Proposal 11: For NW-sided AI/ML model, study the following mechanism for model monitoring
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 

· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
UE capability
For AI-related UE capability, it may include the capability of training, power, computation, storage, and so on. How to define and report the corresponding capability should be studied. From the reported UE capability, the network can decide whether an AI/ML model or a set of AI/ML models can be simultaneously employed at the UE side and whether the AI/ML model can be updated/fine-tuned by the UE. 

Proposal 12: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.
4  Considerations on framework for AI/ML for air-interface 

A functional framework for AI-enabled RAN intelligence has been proposed as follow.
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Fig. 1 Functional Framework for RAN Intelligence
The above functional framework comprises of four functions, data collection, model training, model inference and actor. The detailed descriptions of each function can refer to TR 37.817 [2]. In our view, the above framework is a common and general framework, whether it can characterize the representative use cases of AI/ML for air-interface should be discussed. 

Most functions of lifecycle management have already been reflected in the functional framework for RAN intelligence. Whether model monitoring should be presented as a separate function in the framework for air-interface can be discussed. Based on the metrics and methods for model monitoring, the location nodes for model inference and model monitoring can be the same or different. Moreover, model deployment and model update can also be operated at different nodes. For example, model training is located in the gNB, and the model inference is located in the UE. For model updating, UE can fine-tune the model with a small number of data samples.
Proposal 13: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed can be studied.
5  Considerations on evaluation methodology of AI/ML for air interface
The performance of AI/ML model relates to many factors, including the data sets, the architecture of the model, the training method, the optimization of hyper parameters, etc. For fair comparison with traditional schemes, the evaluation methodology for AI/ML based schemes should be studied.
5.1 Common data set 

Unlike traditional algorithms used in wireless communication, artificial intelligence/machine learning is a data-based science. The data is used for nearly all the stages of AI/ML, including model training, model inference, model updating and model monitoring. The construction of data set is essential for AI/ML for air interface.

For each use case, the evaluation assumptions for constructing the dataset for training, validation and test has been discussed in the corresponding agenda. Besides, we think a common data set for each selected use case should be encouraged to be constructed. The common dataset can be uploaded to 3GPP web or a third-party web site in a proper way and each company could download it for evaluation and cross-checking of performance. The common data set could come from some companies’ input. Moreover, there might need some criteria to assess the validity and sufficiency of common data set. 
Proposal 14: A common data set for each use cased could be encouraged to be constructed for evaluation and cross-checking of performance.
5.2 Calibration methods

For a use case, the common dataset and reference model can be used for calibration. The reference model is not expected to be specified, but only for calibration purpose. The reference model can even be public to the participating member of 3GPP. Without the reference model, it is difficult to do calibration in some use cases, and the simulation results from different companies may be diverse when comparing with the baseline. Regarding the KPIs used for calibration, besides the performance KPIs such as throughput, the intermediate KPIs such as NMSE can also be used to align the AI/ML model performance in a more direct way. Based on the calibrated results, different models can be used to verify the benefit of AI/ML based algorithms. The AI/ML models used for evaluation by each company are encouraged to be reported for cross-checking.

Proposal 15: To facilitate the performance comparison of AI/ML models, the reference model can be defined for some use cases.
5.3 KPIs and requirements 

In RAN1#110 meeting, an initial list of common KPIs has been listed for evaluating performance benefits of AI/ML. In this list, the generalization performance has been listed as a performance KPI for AI/ML based method. The generalization capability is to verify whether a model trained under a certain assumption can be applied well under different assumptions. The different assumptions may be different scenarios (e.g, Uma, Umi) or different configurations (e.g., different bandwidth, different number of antenna ports).
To improve the practical application of AI/ML based method, the AI model should be applicable to different configurations / scenarios. One possible way is to train and storage configuration / scenario specific model, however, the training and memory storage cost may be unacceptable. Therefore, the generalization of the AI model over different configurations / scenarios should be studied. When comparing the performance with baseline, instead of evaluating the performance under one single configuration / scenario, the average performance under multiple configurations / scenarios should be evaluated. 

On the other hand, the performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.

Proposal 16: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.
Proposal 17: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.
In addition, the overhead of model delivery/transfer is also adopted as one part of over-the-air overhead. In our view, it is more related to the detailed model delivery formats. For instance, if the model is transferred using network/UE specific format, the specific format will impact on the overhead of model delivery/transfer. And if the model is transferred with a standard format, like ONNX, the overhead might be different from that of network/UE specific format. Besides, the information for delivery is also an important factor of model delivery overhead, i.e., whether both model structure and model parameters or only either one of them need be transferred will influence the model delivery overhead. In the initial phase, the model size can be simply adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Proposal 18: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Another open issue in RAN1#110 meeting is whether and how to evaluate the inference latency of AI/ML model. Inference latency is not only related to the model complexity, but also related to the hardware platform. In our view, it is difficult to evaluate the inference latency using a mathematical method. We think some representative chipset(s) can be selected to assess the inference latency of AI/ML model, both numerical calculation and prototype experiments method can be considered.

Proposal 19: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.
In RAN1#110bis e-meeting, the LCM related complexity and storage overhead are additionally adopted as common KPIs to evaluate the benefits of AI/ML. In our view, the calculation of the storage and computation for model monitoring is much related to the monitoring metrics/methods. For example, when the monitoring metric/method is the input or output data-based monitoring, such as data drift between training dataset and observed dataset or out-of-distribution detection, this kind of monitoring methods usually need large number of data samples to perform data drift or out-of-distribution detection. It will bring extra overhead of storing these data and extra complexity to compute the input or output data-based KPIs for model monitoring.
Proposal 20: When the performance monitoring metric/method is the input or output data-based monitoring method, such as data drift between training dataset and observed dataset or out-of-distribution detection, the overhead of storing these data and the complexity to compute the input or output data-based KPIs need to be considered. 
6  Conclusion
Proposal 1: Confirm the working assumption on Level y-z boundary.

·  Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.

·  Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
·  Clarifying note: Level y includes cases without model delivery.

Proposal 2: Study the following options and potential spec impact of model delivery. 

· Opt1. UE specific format based model transfer

· Opt2. Standard format based model transfer

· Opt3. OTT/OAM based model delivery 

Proposal 3: For data collection, study the potential spec impact of dataset delivery based on 3GPP signaling.
Proposal 4: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.
Proposal 5: Model registration is a process by which a model registers to the network, and some information on the model description should be provided. 
Proposal 6: For the model description information during model registration, the following aspects could be considered:

· Model functionality

· Model applicability scenarios, configurations

· Information on model input

· Information on model output

· Information on assistance information

Proposal 7: Model configuration is a process to provide the information of model ID and model description to UE. 
Proposal 8: For the model description information during model configuration, the following aspects could be considered:

· Model functionality

· Model applicability scenarios, configurations

· Information on model input

· Information on model output

· Information on assistance information

Proposal 9: When model inference is performed at UE side and model training is performed at gNB side, model configuration and model delivery can be integrated into one procedure.

Proposal 10: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network. 
Proposal 11: For NW-sided AI/ML model, study the following mechanism for model monitoring
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 

· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Proposal 12: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.
Proposal 13: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed can be studied.
Proposal 14: A common data set for each use cased could be encouraged to be constructed for evaluation and cross-checking of performance.
Proposal 15: To facilitate the performance comparison of AI/ML models, the reference model can be defined for some use cases.
Proposal 16: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.
Proposal 17: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.
Proposal 18: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Proposal 19: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.
Proposal 20: When the performance monitoring metric/method is the input or output data-based monitoring method, such as data drift between training dataset and observed dataset or out-of-distribution detection, the overhead of storing these data and the complexity to compute the input or output data-based KPIs need to be considered. 
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