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1 Introduction
According to the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface SID [1], the SI contains the following objectives:
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

In RAN1#109-e, the following agreement was made [2]:
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
1. Level y: Signaling-based collaboration without model transfer
1. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

In RAN1#110, the following agreement was made [3]:
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


In RAN1#110bis-e, the following agreements and working assumption were made [4]:
Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

In this contribution, we provide our views on common AI/ML framework.
2 Issue of AI/ML common framework
In this section, we discuss about potential issues in the common AI/ML framework. We raise four issues to introduce AI/ML models in the air interface.

<Network-UE collaboration levels>
In the RAN1#110bis meeting, we agreed and made a working assumption about the boundary of network-UE collaboration levels. Agreement is that Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE. This scenario doesn’t consider any signalling enhancement and AI/ML model transfer, therefore there are only implementation issues. On the other hand, Level y&z would have some potential specification impacts not only model delivery also LCM related signaling. We think RAN1 should mainly study Level y&z to identify issues and solutions for transmitter and receiver collaboration because these levels have some potential specification impacts.
Proposal 1: RAN1 should prioritise the study of collaboration level y&z between transmitter and receiver to identify issues and solutions.
Considering collaboration scenarios with two-sided AI/ML models, there are three types of scenario. We show examples in figure 1. One scenario entails the AI/ML model being trained by the network only (Type 1), the second scenario entails the AI/ML model being trained by the UE only (Type 2), and the final scenario is one where the AI/ML model is trained by both the network and UE with/without AI/ML model transfer (Type 3).
The first (Type 1) and second (Type 2) scenarios entail training the AI/ML model by one side. Because these AI/ML models need to be deployed to encode or decode at both of the side, these scenarios need to transfer the trained AI/ML model to the other side. The third scenario entails training the AI/ML model at both of the sides, so providing training data and some signalling for AI/ML model management would be needed. In addition, AI/ML model transfer also can be applied for this scenario. In these scenarios, the issue is to study what signalling information would be needed for training and how to transfer the AI/ML model.

  
Figure 1: Collaboration scenarios for AI/ML training 
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.

<How to keep AI/ML model valid and update process>
After training and deployment of an AI/ML model at both of the network and UE, the AI/ML model should be kept valid for reliable communication. If the deployed AI/ML model becomes invalid due to the passage of time or due to changes in the channel environment, the result decoded by the AI/ML model would not be reliable. In this case, the AI/ML model needs to be updated at the network and UE.
In the RAN1#110 meeting, RAN1 agreed to study AI/ML model monitoring which is one aspect of life cycle management. To keep the AI/ML model valid, firstly the network or UE needs to monitor whether the AI/ML model is valid or not. For example, if the network fails to decode uplink data which is encoded using the AI/ML model, the network needs to ascertain whether the AI/ML model is valid or not. If the result of verification is that the model is invalid, the network also needs to indicate to the UE that the model is invalid and then an AI/ML model update process should be started. This is one example of this issue. In another example where different AI/ML models are trained for different areas of interest, when the UE changes location and moves into different areas of interest, the network can assist the UE to switch AI/ML models. The areas of interest can be identified by the location of the UE or by the TX beam measurement report. Based on this information the network can change the AI/ML model at the UE side by either downloading a new AI/ML model to the UE or by control signalling to trigger changes of AI/ML models that had been previously loaded at the UE. 
If the network side monitors UE side AI/ML model performance, the network would need some assistance information from the UE side for monitoring, e.g. raw channel information for the CSI use case and measured beam ID for the beam management use case. Then, the network side checks whether the current AI/ML model performance is good or not by performing a comparison between expected information which is the output of the AI/ML model and the correct information which is provided from UE side. Considering the provision of information from the UE, periodic and aperiodic feedback would be needed. For example, considering UE mobility, the AI/ML model might need to change to a new AI/ML model depending on the location of the UE. In this case, the UE needs to provide some periodic assistance information feedback to the network. On the other hand, if the network fails to decode uplink data which is encoded using the AI/ML model, the network needs to check the current AI/ML model. In this case, the network requests the UE to send some assistance information for AI/ML model monitoring. Therefore, RAN1 should consider supporting both periodic and aperiodic feedback assistance information from the UE-side for AI/ML model monitoring.
Proposal 3: RAN1 should consider supporting both periodic and aperiodic feedback assistance information from UE-side for AI/ML model monitoring.

<How to switch between AI/ML model signal processing and conventional signal processing>
As the RAN1#110bis-e meeting agreed to study the model switching and fallback operation mechanism in life cycle management, how to switch between the AI/ML model-based signal processing and conventional signal processing as shown in figure 2 is one of the issues that needs to be addressed. Considering the switching operation, at least, RAN1 needs to study what trigger and signalling could be needed.
For example, when the UE should switch between AI/ML model and conventional signal processing, the UE would need to know some trigger for switching. This trigger at least includes two types of trigger, one is a event-trigger and another one is a network-initiated trigger. Event-trigger is configured through trigger events by the network in advance. The UE measures the trigger event and decides whether to switch or not. This event-trigger allows the UE-side to decide whether or not to switch the AI/ML model, therefore the latency of switching can be reduced when the UE-side detects any AI/ML model failure. For the network-initiated trigger, the network dynamically indicates the UE to switch models. If the UE receives the indication, it switches between the AI/ML model and conventional signal processing. The network-side can decide whether to switch the AI/ML model and send the dynamic trigger, so this trigger would be useful when the network-side determines any AI/ML model failure. 
We think, at least, the network-initiated AI/ML model switching and the event-trigger based AI/ML model switching approaches should be considered for supporting model switching.


Figure 2: Switching between AI/ML based signal processing and conventional signal processing
Proposal 4: RAN1 should consider supporting the network-initiated AI/ML model switching and event-trigger based AI/ML model switching approaches for AI/ML model switching.

<Which function block should be enhanced and how to apply AI/ML model>
Conventional PHY layer signal processing is composed of some functions, for example, channel coding, scrambling, modulation, precoding and others. To introduce AI/ML model signal processing, we should consider which function block should be enhanced by AI/ML.
We show examples in figure 3. We think there are five possibilities. The first one is to enhance one function block (Type A), the second one is to enhance some combined function blocks (Type B), the third one is to enhance all function blocks (Type C) and the last one is to add a new function block which is composed of an AI/ML model (Type D). In addition, we should also consider how to enhance these function blocks. For example, one method is to replace or add one or some function blocks with AI/ML based function blocks as mentioned above (Type A~D). Another method is to infer appropriate signal processing parameters using AI/ML models (Type E). This method uses conventional function blocks and adds an AI/ML based parameter control function to apply the appropriate PHY parameters.
As shown above, there are some possibilities about how to enhance current signal processing by using AI/ML models. We think that replacing or adding AI/ML based function blocks has large specification impact, but such approaches have a large potential to enhance performance. On the other hand, controlling current function blocks using AI/ML models might not have such large specification impact. We think all the types of approach shown in figure 3 have pros and cons to enhance signal processing and this is related to each representative use cases. We propose that RAN1 should study both signal processing replacement by AI/ML based function blocks and the control of conventional function blocks by AI/ML based parameter control functions.


Figure 3: Enhanced function blocks with AI/ML
Proposal 5: RAN1 should study both signal processing replacement by AI/ML based function blocks and the control of conventional function blocks by AI/ML based parameter control functions for each representative use cases.
3 Conclusion
In this contribution, we discussed our views on common AI/ML framework. We proposed the following:

Proposal 1: RAN1 should prioritise the study collaboration level y&z between transmitter and receiver to identify issues and solutions.
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.
Proposal 3: RAN1 should consider supporting both periodic and aperiodic feedback assistance information from UE-side for AI/ML model monitoring.
Proposal 4: RAN1 should consider supporting the network-initiated AI/ML model switching and event-trigger based AI/ML model switching approaches for AI/ML model switching.
Proposal 5: RAN1 should study both signal processing replacement by AI/ML based function blocks and the control of conventional function blocks by AI/ML based parameter control functions for each representative use cases.
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