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Introduction 
In RAN1#110 and RAN1#110-bis-e, the following agreements on evaluation of AI/ML based for CSI feedback were achieved [3], [4].

	Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, 
· Use the target CSI from ideal channel and use output CSI from the realistic channel estimation
· The target CSI from ideal channel equally applies to AI/ML based CSI feedback enhancement, and the baseline codebook
Note: there is no restriction on model training
Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for “Baseline for performance evaluation” in the EVM table, Type I Codebook (if it outperforms Type II Codebook) can be optionally considered for comparing AI/ML schemes up to companies
· Note: Type II Codebook is baseline as agreed
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)
Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods
[bookmark: _GoBack]Agreement
For evaluating the performance impact of ground-truth quantization in the CSI compression, study high resolution quantization methods for ground-truth CSI, e.g., including at least the following options
· High resolution scalar quantization, e.g., Float32, Float16, etc.
· FFS select one of the scalar quantization resolutions as baseline
· High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
· FFS new parameters
· Other quantization methods are not precluded
Agreement
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement which is optionally considered by companies, the following case is taken 
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following cases are considered for evaluations:
· Case 1 (baseline): Aligned AI/ML model structure between NW side and UE side
· Case 2: Not aligned AI/ML model structures between NW side and UE side
· Companies to report the AI/ML structures for the UE part model and the NW part model, e.g., different backbone (e.g., CNN, Transformer, etc.), or same backbone but different structure (e.g., number of layers)
· FFS different sizes of datasets between NW side and UE side
· FFS aligned/different quantization/dequantization methods between NW side and UE side
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
Agreement
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 training between one NW part model to one UE part model
· Case 2: Type 2 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· Case 3: Type 2 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS N NW part models to M UE part models
· FFS different quantization/dequantization methods between NW and UE
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
· FFS: companies to report the training order of UE-NW pair(s) in case of M UE part models and/or N NW part models
· FFS: whether/how to report overhead
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations
· Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit
· Companies to report the raw channel is in frequency domain or delay domain
· Precoding 
· Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
· Other input/output types are not precluded
· Companies to report the combination of input (for CSI generation part) and output (for CSI reconstruction part), 
· Note: the input and output may be of different types
Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for the calculation of intermediate KPI, the following is considered as the granularity of the frequency unit for averaging operation 
· For 15kHz SCS: For 10MHz bandwidth: 4 RBs; for 20MHz bandwidth: 8 RBs
· For 30kHz SCS: For 10MHz bandwidth: 2 RBs; for 20MHz bandwidth: 4 RBs
· Note: Other frequency unit granularity is not precluded and reported by companies
Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection
Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE




In frequency division duplexing (FDD) communication systems, the acquisition of downlink channel state information (CSI) plays an important role for precoding, beamforming, and power allocation at the gNB. Unlike implicit CSI feedback methods such as the Rel. 15 Type-I and Rel. 16 Type-II CSI feedback schemes, for explicit CSI feedback, the whole CSI can be reconstructed at gNB. To reduce the explicit feedback overhead of downlink CSI, algorithms such as compressed sensing can be used to exploit the sparsity of the channel in specific domains e.g., angular-delay domain. On the other hand, the methods based on machine learning (ML) has been gradually developed to compress and decompress matrix-based data based on autoencoders.
The performance of different AI-based autoencoders are compared for different parameter sets in the following. The AI-based method CsiNet [2] is assumed as a benchmark. Pre-processing based on singular value decomposition (SVD) can be applied on the channel matrix before the encoder. If pre-processing is applied, the algorithm is referred to as Pre-CsiNet in the following. Pre-CsiNet recovers CSI from already pre-processed and compressed CSI. We evaluate the effect of this pre-processing on the performance of AI-based CSI feedback when different metrics are taken into account. 
A single-cell downlink massive MIMO system with  ports at the gNB,  UE ports and  subbands is assumed. The precoding matrix  is designed based on the received CSI feedback at the gNB. Assume there are  samples of the channel , where  represents the time sample index and jis the number of frequency measurements over the subbands. Each  is a complex-valued matrix of size , i.e.,  . The corresponding eigenvectors and eigenvalues of  are denoted by  and , respectively, where , and  is the rank of the channel. We combine all eigenvectors in a single matrix . The estimated eigenvectors and eigenvalues at the receiver side are denoted by  and , respectively. Similar to the previous definition, we define .
Without compression, the total number of channel coefficients is .  To reduce the CSI feedback, the channel matrix is pre-processed and transformed to the angular-delay domain by a discrete Fourier transform (DFT).
Intermediate KPI for performance comparison 
As agreed in RAN1#109, for the evaluation of the AI/ML-based CSI feedback enhancement the GCS/SGCS is adopted as the intermediate KPI as a part of the evaluation metric, defined as follows. is the eigenvector of the target CSI at subband i and K is the rank.   is the  output vector of the reconstructed CSI of subband .  is the total number of subbands.  denotes the average operation over multiple samples.

As mentioned above, Type-I and Type-II CSI are implicit methods for CSI feedback for which the full channel knowledge is not available at the gNB. Therefore, the traditional Normalized Mean Squared Error (NMSE) defined as 

where  is the reconstructed channel matrix at the gNB, is not a proper measure. However, this metric can still be exploited for comparison between different AI-based methods.  
For a more realistic evaluation of the efficiency of the estimated eigenvectors, we propose to use relative achievable rate or normalized spectral efficiency (NSE) according to the following equation. 
[bookmark: _Toc115341641][bookmark: _Toc115342393]
[bookmark: _Hlk114819892]where  is the noise variance and the transmit power is normalized. In the following numerical results the SNR () equals 10 dB. 
Proposal: Use the normalized spectral efficiency (NSE) for performance evaluation.
[bookmark: _Hlk114819981]In real systems, the prediction of the traffic load is difficult. However, the full-buffer traffic model provides useful point of view on the system capacity when the load level is high and mimics the total achievable performance for system-level simulations. Therefore, we propose taking into account the full-buffer traffic model.
[bookmark: _Toc115271183][bookmark: _Toc115430005][bookmark: _Toc115430176][bookmark: _Toc115430258][bookmark: _Toc115430908]Proposal: Full-buffer traffic model is taken into account as one option for the evaluation of AI/ML-based CSI feedback enhancement.
The AI-based model is shown in Figure 1. A pre-processing block is used before the encoder to compress the original CSI matrix and to reduce its dimensions using the SVD approach. We refer to the AI-based method with pre-processing as Pre-CsiNet in the following. The encoder at the UE side consists of a CNN layer fed by the output of the pre-processing block, processed by 6 self-attention based blocks and full-connected layers are sequentially introduced before a uniform quantization layer. For the decoder at the gNB side, there is a de-quantization layer, then, a full connect layer is applied, followed by residual layer and a CNN layer. Six self-attention based blocks are introduced. Finally, a reshaping layer is implemented to obtain the output with the reconstructed shape of the original CSI. 
Figure 1: Architecture of autoencoder including pre-processing for CSI feedbackUE
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In Table 1, the NMSE performance for different neural network (NN) architectures without pre-processing is shown. The channel model parameters are shown in Table 3. The detailed structures of the NNs are described in [5]. 
Table 1: NMSE (dB) performance of different NN structures.
	Compression rate
	1/32
	1/16

	CsiNet
	-4.34
	-5.43

	Pre-CsiNet
	-5.65
	-6.89

	CRNet
	-7.31
	-6.51

	CLNet
	-8.16
	-4.6

	ENet
	-10.41
	-3.76

	TransNet
	-12.35
	-4.41


The performance of the NN strongly depends on the architecture of the network and its parameters such as the compression rate. In other words, for each parameter set, one AI model is optimum and if the parameters change even while the scenario remains the same, another AI model can be optimum. 
Observation: The performance of the NN strongly depends on the architecture of the network and its parameters such as compression rate.
Based on the above observation, the following proposal can be used to improve the performance of the AI-based methods for different environments.
Proposal: Dynamic signaling is required between the UE and network in a two-sided model to get the AI-based model updated and fine-tuned when the channel environment changes due to for example moving the UE. 
In Table 2, the comparison between the proposed AI-based method and Type-II CSI is shown when SGCS is used as metric for performance evaluation. Figure 2 shows the comparison between Rel. 16 Type-II CSI and CsiNet. It can be observed that both configurations of CsiNet outperform Type-II CSI. 
Table 2: SGCS performance of Pre-CsiNet and Type-II CSI.
	Feedback bits
	Pre-CsiNet
	Type-Ⅱ CSI

	48
	0.79
	0.64

	60
	0.81
	0.70

	120
	0.86
	0.73



	Figure 2: NSE comparison between Type-II CSI and CsiNet
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The main drawback of the CSI feedback methods based on the autoencoders is the offline overhead. In other words, the UE and the gNB need to be informed about the encoder and the decoder parameters before any transmission. In addition, when the channel environment or the system parameters (e.g., antenna configurations at UE or gNB side, number of subbands, etc.) change, different network parameters are required which increases the offline overhead. In order to reduce the overhead cost, it is proposed to train the network globally for all scenarios and observe how the performance degrades. The floating point operations (FLOPs) for the encoder and the decoder are approximately in order of  and , respectively. In addition, the total trainable parameters of the encoder and decoder are in order of  and , respectively.
According to the results shown in Table 2 and Figure 2, the following observation is obtained.
Observation: Applying the SVD-based pre-processing before the encoder at the UE improves the overall performance of the CSI feedback. In addition, the input dimensions to the autoencoder and the number of parameters and the complexity of the NN are reduced. 
Proposal:  Further studies on link-level based and system-level are required for comparison between different AI-based schemes and Type-II CSI feedback. Offline overhead and coordination between the UE and gNB for the parameters of the encoder and the decoder need to be studied as well. 

Conclusions
Based on the above discussions, we have the following observation about the advantages of AI-based methods and the proposals for improvement. 
Observation: To obtain the best performance, different AI-based models and parameters should be applied for different scenarios, configurations e.g., compression rate. There is no optimum scheme for all the scenarios.
Observation: AI-based method outperforms Type II CSI based on NMSE and cosine similarity and normalized spectral efficiency which presents the total achievable rate. This is obtained at the cost of offline training and the offline overhead. 
Proposal: Full-buffer traffic model are taken into account as one option for the evaluation of AI/ML-based CSI feedback enhancement.
Proposal: NSE is considered as intermediate KPI for performance comparison of different AI-based methods. As an optional metric GCS and SGCS can be used for intermediate result calibration. 
Proposal: For channel estimation, the realistic channel estimation is used as the baseline for eventual SLS performance evaluation in inference stage and ideal channel estimation for dataset construction in AI/ML model training stage.
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	Parameter
	Value

	Multiplexing
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (UMa)

	Frequency Range
	 3GHz 

	Channel model        
	According to TR 38.901

	Antenna port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ directional

	Antenna port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ omni-directional

	Transmit power at gNB
	41 dBm for 10MHz

	Noise figure at UE
	9dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 3GHz, 30kHz for 6GHz

	Traffic model
	Full Buffer

	UE distribution and speed
	- 80% indoor (3km/h), 20% outdoor (30km/h)

	Channel estimation
	ideal
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