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Introduction
In RAN1#110bis-e meeting, the following agreements on other aspects on AI/ML for beam management were made [1]:
	Conclusion
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2
Conclusion
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model
Agreement 
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.



In this contribution, we further discuss the details of AI/ML inference, model monitoring, and the corresponding potential specification impact. 

Discussion

AI/ML inference 

For BM-Case1 and BM-Case2 with a network-side AI/ML model, UE can report the measurement results of multiple beams in one reporting instance. 
In addition to the measurement result for multiple beams, positioning-related information such as UE direction information and height may be included as assistance information. By utilizing information on UE mobility, the accuracy of beam prediction can be improved. If the assistance information is not reported together with the L1 beam report, information on the time stamp for the assistance information may also be required.

Proposal 1. For BM-Case1 and BM-Case2 with a network-side AI/ML model, positioning-related information may be included as assistance information.

For BM-Case2 with a UE-side AI/ML model, the beams of N future time instances that is based on the output of AI/ML model inference can be reported to the network. 
[bookmark: _Hlk118213522]Here, N can be static/semi-static/dynamic indication, and conditions for the update of N can be discussed. One condition may be the mobility of the UE or the duration for successive success of beam prediction. Depending on the value of N, it may be associated with activation/deactivation/switching operation. 
It is also necessary to consider the operation after the time corresponding to N time inferences. A training process may proceed, additional inferences may be made, or other processes may proceed. When additional inference is performed after N time inferences, it is necessary to consider whether to infer beams applied after N time instances or to infer beams of time instances partially overlapping with N time instances to improve accuracy. Accordingly, it may affect whether information about the timestamp corresponding the reported beams is explicitly indicated or implicitly determined.
Meanwhile, depending on whether the beams of N future time instances apply to both the control channel and the data channel, it can be associated with the unified TCI framework.

Proposal 2. For BM-Case2 with a UE-side AI/ML model, N for future time instances can be static/semi-static/dynamic indication.

Model Monitoring

For BM case-1 and BM-case 2 with a UE-side AI/ML model, it is necessary to study the conditions of model selection/activation/deactivation/switching/fallback operation for model monitoring. 
Overhead for performance metric reporting and delay for network’s response may be considered. Monitoring and subsequent procedures for beam prediction failure may be determined by the UE before receiving an indication from the gNB, which may be associated with deactivation/switching/fallback operation. According to the power consumption for AI/ML operation, the UE may stop the AI/ML process and may be associated with activation/deactivation operation. UE-side model monitoring may be required depending on whether power consumption is reported. When the UE determines the operation through UE-side model monitoring, the UE’s decision should be reported to the network, and the trigger condition of the corresponding event can be configured by the network. On the other hand, based on UE-side monitoring, the network’s decision may be preferred to cope with interference or to operate multi-user or multi-TRP.

Proposal 3. For BM case-1 and BM-case 2 with a UE-side AI/ML model, UE can monitor the performance metrics. Since UE decision or network decision may have different needs depending on operating conditions, UE decision or network decision can be required depending on operating methods.

Conclusion

In this contribution, ETRI’s views on AI/ML inference and model monitoring were shown and the following proposals were made:
Proposal 1. For BM-Case1 and BM-Case2 with a network-side AI/ML model, positioning-related information may be included as assistance information.
Proposal 2. For BM-Case2 with a UE-side AI/ML model, N for future time instances can be static/semi-static/dynamic indication.
Proposal 3. For BM case-1 and BM-case 2 with a UE-side AI/ML model, UE can monitor the performance metrics. Since UE decision or network decision may have different needs depending on operating conditions, UE decision or network decision can be required depending on operating methods.
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