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Introduction
This contribution presents ETRI’s views on general aspects of AI/ML framework for NR air interface [1].

Discussion
General AI/ML framework
Life cycle management of AI/ML model
Model deployment
At the RAN1 #110 meeting, it was agreed to discuss the necessity of the following items for LCM (Life Cycle Management) of AI/ML model for NR air interface [3]:
	Agreement
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses.



For the AI/ML mode LCM, we propose to prioritize the study on model management after model deployment which includes model performance monitoring and model activation/deactivation. This is because for the two training methods of AI/ML models (e.g., offline training, online training) which were defined in the previous meeting [2], the model management process after model deployment is the common LCM process for the both cases and has clear specification impacts. On the other hand, in the case of the model training process, which is the process before model deployment, there may or may not be specification impacts depending on the training method. For example, suppose that offline training is applied for the one-sided AI/ML model (e.g., UE-sided or NW-sided AI/ML model). In this case, all the training process of the one-sided AI/ML model may be performed in the OTT server, and most of the process may depend on the implementation method. We understand that the purpose of the AI/ML for NR air interface study is to improve the performance of the NR air interface by effectively applying well-trained AI/ML model(s). Therefore, it can be said that the study on model management as a starting point is in line with the main purpose of this study.

Proposal 1: For the LCM of AI/ML model in NR air interface, study the model management after model deployment first, including:
· Model performance monitoring
· Model activation/deactivation

At the RAN1 #110b-e meeting, the following terminology was proposed for the model deployment as below [4]. For the description of model deployment, we support Option 3 and propose to clarify that the source and target are on the same side in Option 3. This is because, for the case where the source and target are different, there is already a general term called model delivery. By defining model deployment by limiting the case where the source and target are the same side, it is possible to avoid overlapping definitions with model delivery and to clarify the use of terminology.
	Option 1:
Process of converting an AI/ML model into an executable form and delivering it to a target device where inference is to be performed
Note: The conversion may happen before or after delivery.
Option 2:
Process of converting an AI/ML model into an executable form for inference at a target device.
Note: The model deployment may happen either before or after model delivery.
Option 3:
A process to deliver a trained, validated, and tested AI/ML model to a target device where inference is to be performed.



Proposal 2: For the LCM of AI/ML model in NR air interface, adopt the following terminology for the model deployment:
· Option 3 (with clarification):
· A process to deliver a trained, validated, and tested AI/ML model to a target device where inference is to be performed. The target device is at the same side with the source device where training is performed.
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Model registration
At the RAN1 #110b-e meeting, the FL recommendations related to the model registration were discussed [4]. The main discussion relates to the mechanism by which the network and the UE recognize the existence of the AI/ML model. For the model registration, we provide our views according to the model type from the inference point of view (e.g., NW-sided AI/ML, UE-sided AI/ML, two-sided AI/ML). Firstly, in the case of an NW-sided AI/ML model, we think that the model registration process is not necessary. This is because the information that the UE can help with the NW-sided model is additional reports of the UE (e.g., assistance information), which can be achieved by the network setting the report well even if the UE does not recognize the existence of NW-sided model. For example, when beam prediction is performed by the network (i.e., NW-sided AI/ML model), the network may instruct the UE to report angle information for better beam prediction, and the UE may not know how the reported information is used in the network. It should be noted that when the UE needs to report performance feedback for the NW-sided AI/ML model, the UE may need to recognize the NW-sided AI/ML model. However, since the network can monitor system performance more precisely, the performance feedback from the UE is not essential.

Proposal 3: For the LCM of AI/ML model in NR air interface, lower the priority of model registration for the NW-sided AI/ML model in Rel-18 study scope.

Secondly, in the case of a UE-sided AI/ML model, the model registration process is required for two reasons. The first reason is that when the UE-side AI/ML model requires a specific network configuration, the network should recognize the required configuration to support it. The second reason is that when the network controls activation/deactivation of the UE-sided AI/ML model of the UE, it should be aware of the list of the UE-sided AI/ML models that the UE can support. When the model registration is introduced, it can be a process where the UE reports available UE-sided AI/ML models with model information to the network, and then the network can indicate model activation and/or deactivation based on the model registration. However, for the more than one UE-sided AI/ML model(s), the model information may contain information that can be used in common among the multiple models. For example, the periodic CSI-RS resource(s) may be commonly utilized in the most of the UE-sided AI/ML model. If the common information among multiple models can be extracted from the model information, then the common information can be reported only once reducing the signaling overhead during model registration.

Proposal 4: For the LCM of AI/ML model in NR air interface, study to separate the model common information and the model dedicated information during model registration for the UE-sided AI/ML model.

Lastly in the case of a two-sided AI/ML model, the model registration process may vary depending on training collaboration. This is because the information to be shared between the network and the UE varies according to the training collaboration. For example, in case of Type 1 collaboration, since the model delivery can be needed, how to deliver the model during model registration should be considered.

Proposal 5: For the LCM of AI/ML model in NR air interface, study the model registration after discussing training collaboration for the two-sided AI/ML model.

Model monitoring, activation, deactivation
When studying model management, it is necessary to discuss which network node will measure the performance of the AI/ML models by which criteria. Since the final goal of using AI/ML model in the NR air interface is to increase system KPIs (e.g., throughput, link performance, error rate, etc), it may be desirable for the network which can detect changes in system KPIs based on more information to decide whether to activate AI/ML models or not. For example, in the case of a one-sided AI/ML model, the network can attempt to activate the AI/ML model and then observe following system KPI changes. If a degradation of the system KPI is observed, the network can deactivate the AI/ML model. In the above process, the determination on the AI/ML model activation/deactivation follows the scheduler implementation. However, when the network performs AI/ML model activation/deactivation of the AI/ML model based on trial and error as in the previous example, there might be an unnecessary performance degradation especially in an environment where the performance of the AI/ML model is not guaranteed. For example, the data drift phenomenon, which is a phenomenon in which the performance of an AI/ML model deteriorates because the distribution of data learned by the AI/ML model and the distribution of actual data is different, is well known in data science. Therefore, in order to utilize the AI/ML model more efficiently, it is desirable for the UE as well as the network to report the performance indicator of the AI/ML model (e.g., inference performance).

Proposal 6: For the LCM of AI/ML model in NR air interface, consider AI/ML model activation/deactivation control in NW as a starting point.

Proposal 7: For the LCM of AI/ML model in NR air interface, study UE report on AI/ML model performance indication to support AI/ML model activation/deactivation in NW.
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Figure 1. Example of data drift in AI/ML model

Specifically, we consider the AI/ML model performance reporting of the UE from the point of view of the AI/ML model inference performance. For the inference performance report of the UE, it is necessary to consider the feasibility of obtaining the ground truth (denoted as GT hereafter) in the real wireless environment. This is because, most of the AI/ML models currently being discussed for the NR air interface follow the supervised learning method, and GT is needed in general to calculate the inference performance of AI/ML models in the supervised learning. However, in a real wireless environment, there may be cases in which you have to pay the cost to obtain a GT or it is impossible to obtain a GT at all. For example, suppose that an AI/ML model that predicts CSI of a future time is used at the UE side (e.g., temporal CSI prediction). In this case, in order for the UE to obtain the GT for the AI/ML model for predicting the CSI, transmission of a CSI resource capable of estimating the channel at the same time the UE predicts the CSI must be ensured. This is a constraint that is a burden on the network scheduler, and may cause an additional RS overhead according to CSI-RS transmission for obtaining GT. As another example, in the case of positioning, there may not be a realistic way to obtain GT even at a cost.
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Figure 2. Example of NW cost for ground truth: Temporal CSI prediction

Preferably, if the UE can predict the inference performance of the AI/ML model without GT, it is expected that the network can take the advantages of the AI/ML model while minimizing additional costs. In data science, there was a trial to estimate AI/ML model performance using the OTDD (Optimal Transport Dataset Distance) which is mathematically well defined [5].

Proposal 8: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT

Conclusion
In this contribution, ETRI’s views on general aspects of AI/ML framework for NR air interface were shown and the following proposals were made:

Proposal 1: For the LCM of AI/ML model in NR air interface, study the model management after model deployment first, including:
· Model performance monitoring
· Model activation/deactivation
Proposal 2: For the LCM of AI/ML model in NR air interface, adopt the following terminology for the model deployment:
· Option 3 (with clarification):
· A process to deliver a trained, validated, and tested AI/ML model to a target device where inference is to be performed. The target device is at the same side with the source device where training is performed.
Proposal 3: For the LCM of AI/ML model in NR air interface, lower the priority of model registration for the NW-sided AI/ML model at least in Rel-18 study scope.
Proposal 4: For the LCM of AI/ML model in NR air interface, study to separate the model common information and the model dedicated information during model registration for the UE-sided AI/ML model.
Proposal 5: For the LCM of AI/ML model in NR air interface, study the model registration after discussing training collaboration for the two-sided AI/ML model.
Proposal 6: For the LCM of AI/ML model in NR air interface, consider AI/ML model activation/deactivation control in NW as a starting point.
Proposal 7: For the LCM of AI/ML model in NR air interface, study UE report on AI/ML model performance indication to support AI/ML model activation/deactivation in NW.
Proposal 8: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT
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