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[bookmark: _Hlk510705081]RAN#95 approved a revised SID on XR Evaluations for NR [1].

In this contribution we present our views on the enhancements related to capacity. 
	Agreement
· For each candidate capacity enhancement technique for XR traffic, companies are encouraged to consider the following common principle for assessment of the candidate capacity enhancement technique:
· Identify the XR-specific issue(s) that the enhancement technique is addressing
· Identify the necessity of the enhancement technique to address the issues
· Identify whether/how the enhancements provide benefit/performance capacity gain.
· Consider at least feasibility, complexity, and system level performance evaluations in comparing the enhancement techniques. Power saving gains for a given enhancement technique can optionally be evaluated and considered in addition to these other aspects.
· The baseline scheduling scheme when comparing the proposed capacity enhancements techniques is:
· Dynamic scheduling and/or
· Semi-persistent scheduling / Configured grant scheduling
· Note: Companies are encouraged to additionally use DG scheduling as the baseline scheduling scheme when showing the capacity performance gain

Agreement
· To support a candidate capacity enhancement technique for XR traffic, capacity performance gain by the technique as compared to baseline should be shown.
· Capacity performance gain by the candidate technique as compared to baseline is a necessary condition to consider supporting the candidate technique.

For future meetings:
Companies are requested to follow the following agreement and conclusion from RAN1#109-e. Check final FL summary for details.
· Agreement
· Rel-17 evaluation methodology for XR capacity enhancement captured in TR 38.838 is used as the baseline evaluation methodology for XR capacity enhancement of Rel-18 SI on XR enhancements.
· Conclusion
· Companies are encouraged to use the capacity Excel sheet attached with TR 38.838 in RP-213652 for recording the simulation results that are provided in their contributions.



CG enhancements
During RAN1 #110bis the following agreement was made
	Agreement
To study whether/how the enhanced CG candidate techniques are necessary and beneficial for improving XR capacity, focus at least on the following techniques:
· [bookmark: _Hlk117598268]Dynamic indication of the unused CG PUSCH occasion(s) or resource(s) by the UE
· Increase CG PUSCH transmission occasions in a duration 




Dynamic indication of the unused CG PUSCH occasion(s) 
Considering the large size of UL video frame, it is very likely that multiple PUSCH occasions over multiple TTIs may be configured per CG periodicity for delivering the same video frame in UL. As already discussed in previous RAN1 meetings, one of the open issues to be studied further is the impact resulting from variable packet size for one video frame. 

Suppose that the CG resource is configured according to the average size of the XR frame, in case the coming XR frame is larger than the configured size, one possible way is to inform gNB earlier enough to get more resources via, e.g., MAC CE carrying BSR sending together with UL data in one of the earlier CG resources.
However, it is more challenging considering the scenario where the size of the coming XR frame is smaller than the configured CG resources, i.e., fewer CG PUSCH resources are needed for delivering the XR frame. As pointed out in the moderator summary [R1-2210412] from RAN1#110bis-e meeting, different alternatives can be studied further about how to dynamically indicate the unused CG PUSCH resources:
•	Alt-1: Dynamic indication based on CG-UCI;
•	Alt-2: Dynamic indication based on new dedicated UCI;
•	Alt-3: Dynamic indication based on MAC CE. 

Alt-1 and Alt-2 are PHY signalling based approach while Alt-3 is based on MAC CE. In our view, Alt-1 and Alt-2 are better alternatives comparing to Alt-3 in terms of at least both latency and reliability:
· Latency aspect: it is clear that using PHY signalling to deliver such indication can result in a reduced latency comparing to MAC CE based indication. This is because depending on the implementation, gNB may need much more time to decode the entire CG PUSCH carrying MAC CE, at least it needs longer time then processing PHY signalling. 
· Reliability aspect: Alt-3 may have the problem of MAC CE lost for example when gNB cannot decode the CG PUSCH carrying MAC CE correctly. Certainly, one can argue that more robust MCS can be configured to increase reliability, while the cost is much reduced spectral efficiency since all the configured CG PUSCHs are with the same MCS. On the other hand, with Alt-1 or Alt-2, much more robust channel coding can be selected for the UCI transmission due to the smaller payload size even if the dynamic indication repeated over multiple CG occasions. And hence, from reliability point of view, Alt-1 and Alt-2 can bring benefits comparing to Alt-3. 
Therefore, Alt-1 and Alt-2 are our preferred alternatives. Then comparing between Alt-1 and Alt-2, in our view, there is not much difference since no matter with Alt-1 or Alt-2, the content/payload of the UCI (e.g., to indicate how many unused CG PUSCH resource(s)/occasion(s) in one CG cycle) should be the same. Considering the transmission scheme e.g., channel coding and RE mapping, there is no big difference either, if for example, the framework of multiplexing CG-UCI onto CG PUSCH can be taken as the baseline. As CG-UCI is only applicable to unlicensed band operation and not always presented especially considering CG operating in licensed band where the information elements carried in CG-UCI are not needed, Alt-2 is slightly preferred. In this case, the newly introduced UCI can be used to carry the information e.g., the last N CG PUSCH resources within the CG period are unused unless there is indication from the UE. Based on this, we propose:

Proposal 1: RAN1 supports CG enhancements for the UE to dynamically indicate unused CG PUSCH resource(s) via UCI. The current way of multiplexing CG-UCI on CG PUSCH is used as the baseline for multiplexing the new UCI on CG PUSCH.

Increase CG PUSCH transmission occasions in a period
Especially for the uplink video cases with 10Mbps, the XR frames are often so large that they have to be transmitted in multiple TTIs. That is especially the case for the uplink direction, where UEs are often scheduled on a reduced bandwidth as compared to the total carrier of bandwidth, e.g., using 10 MHz or 20 MHz due to uplink transmit power limitations and how the network has set the open loop Tx power control parameters such as Po and Alpha (pathloss compensation factor). We have e.g., found that for UEs transmitting over only 10 MHz, typically 8 TTIs are needed to transmit an XR frame for 10 Mbps video. Similarly, 4 TTIs are typically needed for 20 MHz transmissions. This leads to the following suggestion: 
 
Proposal 2: Enable support for CG configuration that includes an integer number of TTI transmissions per periodicity, e.g., in the range from 1 to 8.  This calls for RAN2 support to have standardized the corresponding RRC signaling have this supported.
 
As already discussed in the previous meeting [R1-2210412], considering the scenarios of supporting multiple CG PUSCH occasions within one CG period, two alternatives have been put on table for discussion:
· Alt-1: single CG configuration with multiple PUSCH occasions per CG period; 
· Alt-2: single DCI based activation of multiple CG configurations.   
In principle both alternatives are feasible. However, as already discussed during Rel-16 IIoT/URLLC time period, the problem with Alt-2 (“joint activation”) is the potential increased signalling overhead since with Type 2 CG PUSCH, different CG configurations can be with different transmission parameters for example MCS, time domain/frequency domain resources etc. If multiple CG configurations are activated with a single DCI, the DCI needs to carry multiple MCS/TDRA/FDRA etc. which clearly results in increased overhead comparing to Alt-1. Basically, RAN1 needs to design a new DCI format. Between these two options, Alt-1 would be much simpler at least from signalling overhead point of view. However, we also would like to point out one additional alternative: multiple DCIs based activation of multiple CG configurations. The resources for multiple CG configurations can be configured in a time-staggered patten to achieve the goal of multiple CG PUSCH transmissions within one CG period. The multiple CG configurations can be activated via multiple DCIs. This operation is already supported with the current specification. Therefore, in our view, RAN1 needs to study all the options before working on the details of the enhanced schemes.
Proposal 3: Different options to support multiple CG PUSCHs within one period should be studied further before working on the details of the enhanced schemes.

Scheduling restrictions due to RRM measurements
In this section we discuss the impacts of scheduling restrictions imposed by RRM measurements in intra- and inter-frequency case and discuss possible methods to avoid the capacity impact due to these. In Section 3.1 we discuss the UE based methods to avoid the impact due to scheduling restrictions, and in Section 3.2 the network based schemes. 
[bookmark: _Ref115268037][bookmark: _Ref115097251]UE based scheduling restrictions avoidance
As discussed at RAN1#109-e-RAN1#110bis-e, UEs performing RRM measurements does not come for free, as there are cases where this imposes scheduling restrictions, either due to potential measurement gaps for inter-frequency RRM measurements, of alike restrictions for FR2 intra-frequency RRM measurements as is discussed in greater details in this section.

In line with the Rel-17 XR simulation assumptions (3GPP TR 38.838 [2]) for FR2, UEs are equipped with multiple antenna panels, where UEs may only be able to measure (and Tx/Rx) on a single panel at a time. The UE selects its best antenna panel for Tx/Rx with its serving cell based on local RRM (RSRP) measurements. The UE also perform intra-frequency RRM measurements for mobility and beam management purposes. However, for FR2 operation, it is important to notice that there are additional scheduling restrictions due to intra-frequency RRM measurements that challenge the XR performance. Notice that earlier FR2 XR performance results included in the Rel-17 XR TR 38.838 did not consider the effects of such measurement restrictions. 
As per the current NR specifications, the network configures the UE when to measure RSRP from e.g., SSBs by means of RRC signalling of the so-called SMTC (see section 5.5.2.10 in 38.331). The time-resolution of SMTC is on subframe level, corresponding to 1 ms intervals. It should be noted that the SMTC only instruct the UE when (in time domain) it could/should measure RSRP, while it is left completely open for UE implementation exactly when to measure, and which antenna panel to be used for conducting such measurement during those “SMTC measurement windows”. 
Scheduling restrictions apply for the UEs during time-intervals where it may be performing RSRP measurements as per the SMTC configuration appears in 38.133, Section 9.5.6.3. In particular for FR2 and L1-RSRP on SSB, “The UE is not expected to transmit PUCCH/PUSCH/SRS or receive PDCCH/PDSCH/CSI-RS….”. Typical network configurations use a setting with SMTC windows of 5 ms every 20 ms (aligned to SSB periodicity), meaning that this poses serious scheduling restrictions that likely challenge the networks capability to efficiently schedule and serve its XR users according to their QoS constraint, severely limiting the XR capacity if such scheduling restrictions are valid. Accounting that scheduling restrictions would apply on SSBs to be measured, starting from one symbol before and ending one symbol after, it in practice means that every slot where SSBs are to be measured is restricted from PDSCH perspective, resulting that nearly 20% of the time (i.e., SMTC windows of 5ms every 20ms time-period) can be blocked if 64 SSBs are to be measured. 
Secondly, current NR specs does not mention anything related to how/when the UE shall/may measure on different antenna panels, and when to only measure on its currently selected best antenna panel (aligned with serving cell). The timing of the SMTC windows of 5 ms with scheduling restrictions, as well as the arrival of XR frames is illustrated in Fig. 1. As can be seen, the SMTC induced scheduling restrictions come every 20 ms, while the average XR frame inter-arrival time is 16.6 ms (assuming 60 fps). On top of that, each XR frame arrival is subject to +/-4ms jitter as illustrated with the dashed line. From that figure it is visible that the SMTC windows with scheduling restrictions often collides with time periods where the gNB would have preferred to schedule the XR transmission. This will impact the experienced XR QoE, as well as negatively impacting the obtained network XR capacity. 
[image: ]
Figure 1. Sketch of timing of SMTC windows with scheduling restrictions as well as arrival of XR frames.
In order to further assess the system-level performance degradation from the mentioned scheduling restrictions, we have been running a series of FR2 system-level simulations in line with the assumptions in 3GPP TR 38.838 [2], considering only DL XR traffic. We have conducted simulations without any scheduling restrictions (as companies also report in TR 38.838) and simulations with scheduling restrictions every 20 ms time period for an SMTC window of 5 ms. These simulations are conducted for traffic with a PDB of 10 ms and 15 ms and a source data rate of 30 Mbps, assuming the default setting of 60 fps. The simulated scenario is Dense Urban (DU) with details given in Appendix. Fig. 2 summarizes the performance, and it is clearly observed that including the effects of such scheduling restrictions will severely reduce the XR capacity. For these particular results, we observe an XR capacity reduction of 4 users per cell both for CG and AR/VR applications (i.e., from 10 CG users per cell down to 6 CG users per cell and 7 AR/VR users per cell down to 3 AR/VR users per cell) when accounting for the measurement restrictions. This leads us to draw the following observation:
Observation 1: Scheduling XR users with 60 fps according to the agreed QoS constraints in 3GPP TR 38.838 is seriously challenged for FR2 if subject to scheduling restrictions with SMTC windows of 5 ms every 20 ms time-period. System-level performance results confirm that this severely impacts network XR capacity.
	[image: ]
(a) CG in FR2 at 30Mbps with X=99%
	[image: ]
(b) AR/VR in FR2 at 30Mbps with X=99%


Figure 2. Percentage of satisfied XR users obtained from system-level simulations for DU at FR2 with 30 Mbps and PDBs of 10ms and 15 ms, with/without scheduling restrictions during SMTC windows of 5 ms for every 20 ms time period.

The current NR specs also allow the network to configure the UE with a search threshold (s-MeasureConfig) for a UE in connected mode to enable reduction of the intra-frequency measurement effort. 3GPP TS 38.331 defines:
· s-MeasureConfig: Threshold for NR SpCell RSRP measurement controlling when the UE is required to perform measurements on non-serving cells. Choice of ssb-RSRP corresponds to cell RSRP based on SS/PBCH block and choice of csi-RSRP corresponds to cell RSRP of CSI-RS 
If the network has configured the s-MeasureConfig threshold allowing the UE not to perform measurements on non-serving cells, including the intra-frequency neighbor cells, there may be unused scheduling opportunities in those cases where the UE is not performing intra-frequency measurements, but the network is not aware of this, and hence obeys the defined scheduling restrictions. 
Observation 2: If the network has configured the s-MeasureConfig threshold (as per current specs) allowing the UE not to perform measurements on non-serving cells, there may be unused scheduling opportunities in those cases where the UE is not performing intra-frequency measurements, but the network is not aware of this, and hence obeys the defined scheduling restrictions.
[bookmark: _Int_UQJa6pnE]It would therefore be an advantage to “build awareness” at the network on whether the UE performs intra-freq measurements (as per the s-MeasureConfig criteria), so it knows if scheduling restrictions apply. It is therefore proposed that the UE informs the gNB (network) when it is, or is not, having scheduling restrictions due to performing intra-frequency measurements if the UE is configured with s-MeasureConfig. Such UE to gNB signaling may be specified by means of PHY or MAC layer signaling. There needs to be one indication to inform when the UE applies the scheduling restrictions due to such RRM measurements, and one to indicate when such scheduling restrictions no longer applies. This way, the gNB MAC scheduler can account for the potentially applied scheduling restrictions on UE (due to performing intra-frequency measurements), and benefit from the increased scheduling opportunities when no scheduling restrictions are present. This leads to the following proposal:
Proposal 4: For UEs that are configured with s-MeasureConfig, additional UE-to-gNB signaling shall be introduced to make the gNB scheduler aware of when scheduling restrictions apply. The solution may include signaling when the UE starts and stops making intra-freq measurements as per the s-MeasureConfig.
As UE evaluated the s-MeasureConfig against its L3 filtered serving cell measurement, the proposed UE-2-gNB signaling does not necessary need to be very fast, and hence higher-layer signaling could be considered depending on RAN2 views as follows:
Proposal 5: The UE-to-gNB signaling to make the gNB scheduler aware of when s-MeasureConfig induced scheduling restrictions apply could be realized with higher-layer signaling such MAC CE or RRC signaling. RAN2 shall be asked for further guidance.
The exact gain of the proposal depends on the network topology and how the operator chose to set s-MeasureConfig. If s-MeasureConfig is set so that only few percentage of the UEs per cell actually perform intra-freq measurements, the XR capacity gains shown in Fig. 2 would be largely be valid. For cases where the network operator, e.g., set s-MeasureConfig so that on average 50% of the UEs are making intra-freq RRM measurements, the effective gains would be at least half of those results reported in Fig. 2. Hence, the gains are still significant. Setting s-MeasureConfig so that 50% of the UEs are performing intra-freq RRM measurements seems like a reasonably conservative setting for the XR Dense Urban scenario, where majority of UEs are only slow moving.

[bookmark: _Ref115097241]Network based scheduling restrictions avoidance due to inter-freq meas. gaps
During RAN1 109-e the following agreement was made:
	Agreement
The following lists the candidate enhancements techniques based on measurement-gap link to improve XR capacity that are proposed by companies RAN1#109-e. 
· At least the proponents are encouraged to justify the corresponding capacity benefits for XR traffic for considering potential study of these candidate enhancements techniques.  
· Dynamic L1 based MG activation/deactivation. 
· Reuse current R16/R17 RRM relaxation condition to allow scheduling in MG to transform the R16/R17 RRM power saving gain into capacity gain.
· Follow the common principle for assessment of the candidate capacity enhancement technique.




As discussed in earlier RAN1 meetings, measurement gaps (MG) for performing inter-frequency RRM measurement will also induce scheduling restrictions, having alike negative effects as discussed in Section 3.1, for gap-assisted UEs (see e.g. 3GPP TS 38.300). Whether a measurement is non-gap-assisted or gap-assisted depends on the capability of the UE, the active BWP of the UE and the current operating frequency. For SSB based inter-frequency measurement, if the measurement gaps are required by the UE, a measurement gap configuration will be provided according to the information. Otherwise, a measurement gap configuration is always provided in the following cases: (i) if the UE only supports per-UE measurement gaps, (ii) if the UE supports per-FR measurement gaps and any of the serving cells are in the same frequency range of the measurement object. During inter-frequency measurement gaps, the UE is not schedulable. Typically, the network configures the UE to perform inter-frequency measurements more seldomly as compared to intra-frequency RRM measurements, for instance only if RRM measurement event A2 (serving cell quality is lower than threshold) is triggered, if the UE asked to start measuring cells on other frequencies for potential inter-frequency handovers. The leads to the following observations:
Observation 3: UEs that are configured with gap-assisted inter-frequency measurements are not schedulable during such gaps, and hence will impact the XR performance negatively as also reported in Section 3.1.
Observation 4: Inter-frequency measurement gaps are configured more seldomly for UEs as compared to intra-frequency RRM measurements (SMTC windows), and hence the problems associated with intra-freq RRM measurements (i.e., scheduling restrictions) shall be addressed first as discussed in Section 3.1.
Considering also the XR uplink traffic with Pose information every 4ms, the impact of measurement gaps present even more challenges as compared to those for DL XR traffic with 60 frames per second. 
A possible solution to address XR scheduling problems caused by the UE performing gap assisted inter-frequency measurement may encompass introducing on-demand mechanisms where the gNB can signal to the UE to skip the measurement gap shortly before entering such gaps, and hence enable scheduling of the UE during the gap. This would essentially allow the gNB to temporarily de-activate an inter-frequency measurement gap on-demand that would otherwise prevent the gNB to timely schedule the XR payload(s). The gNB would take advantage of such techniques when there are urgent XR data pending for scheduling that can not afford being postponed until after the measurement gap. The gNB-2-UE signaling for this may be realized via a new compact DCI format. We therefore propose:
Proposal 6: For UEs configured with inter-frequency measurement gaps, solutions where the gNB can signal the UE to skip a measurement gap (to avoid scheduling restrictions) shall be captured in the TR. The gNB-2-UE signaling for this may be realized via a compact DCI format to have fast signaling (RAN1 impact).
As in case of inter-frequency, also the SMTC induced scheduling restrictions in intra-frequency at FR2, discussed in Section 3.1, we also propose to consider the scheme where the gNB can configure a UE to prioritize decoding of potentially critical PDCCH/PDSCH transmissions from its serving cell, even if colliding with SMTC windows where the UE may perform RSRP measurements. This kind of configuration for the UE also serves as instructing to the UE in FR2 to prioritize listening to its current best antenna panel for reception from its serving cell during such time-instances, so the UE does not switch panels at those times for RRM measurements. This would allow the gNB to configure UEs with a time-domain pattern to prioritize PDCCH/PDSCH decoding (even if colliding with SMTC windows) in coherence with the desired XR scheduling (transmission) opportunities. Furthermore, an on-demand solution, as discussed for inter-frequency measurements gaps where the gNB can signal to the UE to disregard scheduling restrictions shortly before entering a window of SMTC scheduling restrictions to de-active the restriction shall be considered. This would essentially allow the gNB to de-active the SMTC window (scheduling restrictions) that would otherwise prevent the gNB to timely schedule the XR payload(s). Given these considerations, we propose the following: 
Proposal 7: FR2 solutions for the gNB to instruct the UE to prioritize PDCCH/PDSCH decoding during a sub-set of SMTC windows shall be captured in the TR such that XR payloads can be scheduled timely without unnecessary scheduling restrictions.
Proposal 8: The gNB could use RRC signaling to instruct the UE with a time pattern where it always will have to prioritize PDCCH/PDSCH decoding even if colliding with an SMTC window. RAN1 should ask RAN2’s opinion on this.
Secondly, as proposed above for inter-frequency measurement gaps, we should consider a dynamic solution also for FR-2 scheduling restrictions, where the gNB, shortly before (say up to few milliseconds) an SMTC, should be able to signal the UE to prioritize PDCCH/PDSCH decoding during this particular SMTC window. We refer to this as the on-demand solution as it is sent on-demand to prioritize scheduling for a single SMTC window. For this, we propose to use fast layer-1 signaling in the form of PDCCH signaling.
Proposal 9: Fast on-demand signaling from the gNB to UE to instruct it to prioritize PDCCH/PDSCH decoding during the next SMTC window shall be supported by means of PDCCH signaling. This involves RAN1 effort to have such PDCCH signaling standardized.
The actual scheduling of the measurements is up to the UE. Thus, for a given measurement gap or scheduling restriction, it is up to the UE determine how and to which measurements the said occasion is used. If the occasion would have been intended by the UE for neighbor cell measurements, and UE could not re-schedule and compensate the loss of L1 RRM measurement sample in a latter occasion, it might be necessary to account this in L3 measurement sample. As is specified in the RRC specifications (3GPP TS 38.331), the layer-1 (L1) RRM measurements are further filtered at Layer-3 (L3) as configured in the mobility measurement object with the purpose of e.g. removing the impact of fast fading. The L3 filtered RRM measurements are those that are typically used to trigger RRM events such as e.g., A3 as commonly used for handovers. The L3 filter is of the type infinite impulse response (IIR), assuming input sample of L1 RRM measurements at a regular interval. For cases proposed above where UE prioritize PDCCH/PDSCH decoding during a SMTC window or measurement gap, and hence is skipping one L1 RRM measurement, it shall therefore be defined how this is handled at the interface to the L3 filter. For such cases we propose adopt a simple solution, where the latest L1 RRM measurement is forwarded to the L3 filter, if the anticipated L1 RRM measurement is skipped due to prioritization of PDCCH/PDSCH decoding in an SMTC window. This would essentially mean that no spec changes are needed for the L3 RRM filtering mechanism in the RRC specifications.
Proposal 10: If a L1 RRM measurement in a measurement gap or SMTC window is skipped due to prioritization of PDCCH/PDSCH, the latest L1 RRM measurement is forwarded to the L3 filter at RRC. During the Rel-18 XR WI phase, it should be checked with RAN4 if any impact on e.g., 3GPP TS 38.133 from adopting this proposal.

Summary of mechanism related to scheduling restrictions due to RRM measurements
The proposed mechanism related to scheduling restrictions due to RRM measurements can be summarized as below. Note that to have those anchored in specifications during the Rel-18 XR WI phase, both RAN1 and RAN2 need to be involved, and also RAN4 needs to be asked if any impact on e.g., 3GPP TS 38.133.
	Mechanism to overcome scheduling restrictions due to RRM measurements
Scheduling restrictions apply for the UEs during time-intervals where it is performing intra-frequency RRM measurements at FR2, or gap assisted inter-frequency RRM measurements as defined in 3GPP TS 38.133. Such scheduling restrictions are shown to be harmful for the XR performance, leading to significant drops in the supported XR capacity. This is e.g., the case for XR users with 60 fps according to the agreed QoS constraints in 3GPP TR 38.838, where such scheduling restrictions with SMTC windows of 5 ms every 20 ms time-period. System-level performance results confirm that this severely impacts network XR capacity. This problem can be solved by allowing the gNB to configure the UE with time-mask where it shall always prioritize PDCCH/PDSCH decoding and/or PUSCH transmission in line with XR traffic, even if colliding with SMTC windows. Such gNB-2-UE signaling could be realized with RRC, i.e., RAN2 impact. 
For UEs that are configured with s-MeasureConfig, additional UE-to-gNB signaling shall be introduced to make the gNB scheduler aware of when scheduling restrictions apply. The solution may include signaling when the UE starts and stops making intra-freq measurements as per the s-MeasureConfig. The UE-to-gNB signaling to make the gNB scheduler aware of when s-MeasureConfig induced scheduling restrictions apply could be realized with higher-layer signaling such MAC CE or RRC signaling, i.e., RAN2 impact.
For UEs configured with inter-frequency measurement gaps, solutions where the gNB can signal the UE to skip a measurement gap shortly before that happening (to avoid scheduling restrictions) are desirable as well. The gNB-2-UE signaling for this may be realized via a compact DCI format to have fast signaling (RAN1 impact).
If a L1 RRM measurement in a measurement gap or SMTC window is skipped due to prioritization of PDCCH/PDSCH, the latest L1 RRM measurement is forwarded to the L3 filter at RRC. Adopting such a rule for L1/L3 RRM filtering will likely impact 3GPP TS 38.133 that is under RAN4 responsibility.








Conclusion
In this contribution, we discussed the solutions that can further improve the capacity performance and increase the number of satisfied UEs. 
The following observations have been made:
Observation 1: Scheduling XR users with 60 fps according to the agreed QoS constraints in 3GPP TR 38.838 is seriously challenged for FR2 if subject to scheduling restrictions with SMTC windows of 5 ms every 20 ms time-period. System-level performance results confirm that this severely impacts network XR capacity.
Observation 2: If the network has configured the s-MeasureConfig threshold (as per current specs) allowing the UE not to perform measurements on non-serving cells, there may be unused scheduling opportunities in those cases where the UE is not performing intra-frequency measurements, but the network is not aware of this, and hence obeys the defined scheduling restrictions.
Observation 3: UEs that are configured with gap-assisted inter-frequency measurements are not schedulable during such gaps, and hence will impact the XR performance negatively as also reported in Section 3.1.
Observation 4: Inter-frequency measurement gaps are configured more seldomly for UEs as compared to intra-frequency RRM measurements (SMTC windows), and hence the problems associated with intra-freq RRM measurements (i.e., scheduling restrictions) shall be addressed first as discussed in Section 3.1.

The following proposals have been made:
Proposal 1: RAN1 supports CG enhancements for the UE to dynamically indicate unused CG PUSCH resource(s) via UCI. The current way of multiplexing CG-UCI on CG PUSCH is used as the baseline for multiplexing the new UCI on CG PUSCH.
Proposal 2: Enable support for CG configuration that includes an integer number of TTI transmissions per periodicity, e.g., in the range from 1 to 8.  This calls for RAN2 support to have standardized the corresponding RRC signaling have this supported.
Proposal 3: Different options to support multiple CG PUSCHs within one period should be studied further before working on the details of the enhanced schemes.
Proposal 4: For UEs that are configured with s-MeasureConfig, additional UE-to-gNB signaling shall be introduced to make the gNB scheduler aware of when scheduling restrictions apply. The solution may include signaling when the UE starts and stops making intra-freq measurements as per the s-MeasureConfig.
Proposal 5: The UE-to-gNB signaling to make the gNB scheduler aware of when s-MeasureConfig induced scheduling restrictions apply could be realized with higher-layer signaling such MAC CE or RRC signaling. RAN2 shall be asked for further guidance.
Proposal 6: For UEs configured with inter-frequency measurement gaps, solutions where the gNB can signal the UE to skip a measurement gap (to avoid scheduling restrictions) shall be captured in the TR. The gNB-2-UE signaling for this may be realized via a compact DCI format to have fast signaling (RAN1 impact).
Proposal 7: FR2 solutions for the gNB to instruct the UE to prioritize PDCCH/PDSCH decoding during a sub-set of SMTC windows shall be captured in the TR such that XR payloads can be scheduled timely without unnecessary scheduling restrictions.
Proposal 8: The gNB could use RRC signaling to instruct the UE with a time pattern where it always will have to prioritize PDCCH/PDSCH decoding even if colliding with an SMTC window. RAN1 should ask RAN2’s opinion on this.
Proposal 9: Fast on-demand signaling from the gNB to UE to instruct it to prioritize PDCCH/PDSCH decoding during the next SMTC window shall be supported by means of PDCCH signaling. This involves RAN1 effort to have such PDCCH signaling standardized.
Proposal 10: If a L1 RRM measurement in a measurement gap or SMTC window is skipped due to prioritization of PDCCH/PDSCH, the latest L1 RRM measurement is forwarded to the L3 filter at RRC. During the Rel-18 XR WI phase, it should be checked with RAN4 if any impact on e.g., 3GPP TS 38.133 from adopting this proposal.
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Appendix – Simulation settings for capacity enhancements

In this Appendix, we summarize the main simulation settings used for capacity enhancements evaluation.

Indoor Hotspot (InH) scenario
The carrier frequency is set to 4 GHz and 30 GHz for FR1 and FR2, respectively. System bandwidth is assumed to be 100 MHz for FR1 and for FR2 to compare achievable system capacity when propagation and antenna configuration change. Time division duplexing (TDD) is configured according to the first option, thus using “DDDSU” as radio frame. The smallest schedulable radio resource is the physical radio blocks (PRBs) of 12 subcarriers, each is of 30 kHz and 120 kHz for FR1 and FR2, respectively. The TTI size is set to 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmission before a packet is dropped (i.e., marked with an infinite radio latency). The transmit power of gNBs is set as follows: 31dBm with 100MHz (24dBm per 20MHz) in FR1, and 24dBm with (23dBm per 80MHz) in FR2. Table 1 lists the main parameters of the Indoor Hotspot deployment that are considered in this study.

[bookmark: _Ref68041500]Table 1 – Main parameters for Indoor Hotspot (InH) deployment 
	Parameter
	Value

	Layout
	· 120m x 50m, Single layer (indoor floor, open office)
· 12 cells/TRPs
· ISD: 20m

	Channel model
	InH

	Carrier frequency
	FR1: 4 GHz
	FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
	FR2: 120 kHz

	System bandwidth
	FR1: 100 MHz
	FR2: 100 MHz

	BS height
	3 m

	UE height
	1.5 m

	BS noise figure
	FR1: 5 dB
	FR2: 7 dB

	UE noise figure
	FR1: 9 dB
	FR2: 13 dB

	BS receiver
	LMMSE-IRC

	UE receiver
	LMMSE-IRC

	Channel estimation
	Realistic (with ideal CSI)

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Tx power
	FR1: 31dBm (24dBm per 20MHz)
	FR2:  24 dBm (23dBm per 80MHz)

	UE Tx max power
	23 dBm

	TDD Frame structure
	DDDSU

	Cell Selection
	RSRP Slow Fading

	BS antenna configuration
	· Pattern: Ceiling-mount antenna radiation pattern
· Gain: 5 dBi
· Downtilt: 90°

	
	Configuration in FR1:
· 32 TxRU
· (M, N, P, Mg, Ng) = (4,4,2,1,1)
· (dH, dV) = (0.5, 0.5)λ
· (Mp, Np) = (4,4)


	Configuration in FR2:
· 2 TxRU
· (M, N, P, Mg, Ng) = (16, 8, 2,1,1)
· (dH, dV) = (0.5, 0.5) λ
· (Mp, Np) = (1,1)
Grid of Beams:
· Azimuth angles (degrees): 
{90, 90, 90, 112.5, 112.5, 112.5, 67.5, 67.5, 67.5, 140, 140, 140, 40, 40, 40}
· Elevation angles (degrees): 
{-30, 0, 30, -30, 0, 30, -30, 0, 30, -30, 0, 30, -30, 0, 30}

	UE antenna configuration
	· Pattern : Omni-directional,
· Gain : 0 dBi,
· Configuration :
2T/4R
(M, N, P, Mg, Ng) = (1,2,2,1,1) 
(dH, dV) = (0.5, 0)λ
(Mp, Np) = (1,2)
	· Pattern: UE radiation pattern model 1 (TR 38.901)
· Gain: 5 dBi
· Configuration (Option 1):
(M, N, P) = (1, 4, 2),
(dH, dV) = (0.5, 0)λ
(Mp, Np) = (1,1)
3 panels (left, right, top)

	Scheduler
	SU-MIMO, Proportional Fairness

	CSI acquisition
	Periodic CQI on 2 ms period

	PHY processing delay
	PDSCH decoding: 6 OFDM symbols

	PDCCH overhead
	Modelled

	Target BLER
	10% for first transmission

	Max HARQ transmission
	3

	HARQ scheme
	Chase combining




Dense Urban (DU) Scenario
The carrier frequency is set to 4 GHz and 30GHz for FR1 and FR2, respectively. System bandwidth has been fixed to 100MHz for both FR1 and FR2 to compare achievable system capacity when propagation and antenna configuration change. Time division duplexing (TDD) is configured according to the first option, thus using “DDDSU” as radio frame. The smallest schedulable radio resource is the physical radio blocks (PRB) of 12 subcarriers, each of 30kHz and 120kHz for FR1 and FR2, respectively. The TTI size is set to 14 OFDM symbols, with one control symbol, always placed at the start of each TTI. The asynchronous HARQ Chase combing is adopted with maximum 3 HARQ retransmissions before a packet is dropped (i.e., marked with an infinite radio latency). The transmit power of gNBs is set to 51 dBm (i.e., 44dBm for 20MHz). Table 2 lists the main parameters of the Dense Urban deployment that are considered in this study.

[bookmark: _Ref68044134]Table 2– Main parameters for Dense Urban deployment
	Parameter
	Value

	Layout
	21 cells with wraparound (ISD: 200m)

	Channel model
	Uma

	Carrier frequency
	FR1: 4 GHz
	FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
	FR2: 120 kHz

	System bandwidth 
	FR1: Option 1: 100 MHz
	FR2: Option 1: 100 MHz

	BS height
	25m

	UE height
	hUT = 3(nfl – 1) + 1.5

	
	Outdoor: nfl = 1
	Indoor:
· nfl ~ uniform(1,Nfl)
· Nfl ~ uniform(4,8)

	BS noise figure
	FR1: 5 dB
	FR2: 7 dB

	UE noise figure
	FR1: 9 dB
	FR2: 13 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic (with ideal CSI)

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Tx power
	44 dBm per 20 MHz
51 dBm per 100 MHz

	UE Tx max power
	FR1: 23 dBm
	FR2: 23 dBm, maximum EIRP 43 dBm

	TDD Frame structure 
	Option 1: DDDSU

	Mechanical Downtilt
	Baseline: 12 degrees

	Cell Selection
	RSRP Slow Fading

	BS antenna configuration
	3-sector antenna radiation pattern, 8 dBi

	
	FR1: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2), (dH, dV) = (0.5λ, 0.5λ)
	FR2: 2TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1), (dH, dV) = (0.5λ, 0.5λ)
Grid of Beams
· Azimuth angles: {33.75, 56.25, 78.75, 101.25, 123.75, 146.25, 33.75, 56.25, 78.75, 101.25, 123.75, 146.25} degrees
· Elevation angles: {-12.5, -12.5, -12.5, -12.5, -12.5, -12.5, -57.5, -57.5, -57.5, -57.5, -57.5, -57.5} degrees

	UE antenna configuration
	FR1: Omni-directional, 0 dBi
	FR2: UE antenna radiation pattern model 1, 5dBi

	
	FR1: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5λ, -N/Aλ)
	FR2: (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
(Mp, Np)=(1, 1)

	Power control parameter
	Open loop, Alpha = 1, P0 = -106 dBm

	Scheduler
	SU-MIMO, Proportional Fairness

	CSI acquisition
	Periodic CQI on 2 ms period

	PHY processing delay
	PDSCH decoding: 6 OFDM symbols

	PDCCH overhead
	Modelled

	Target BLER
	10% for first transmission

	Max HARQ transmission
	3

	HARQ scheme
	Chase combining
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