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1. Introduction
In the RAN1 #110bis meeting [1], several issues for XR specific capacity enhancement techniques were discussed, and following agreements were made:
	Agreement:
To study whether/how the enhanced CG candidate techniques are necessary and beneficial for improving XR capacity, focus at least on the following techniques:
· Dynamic indication of the unused CG PUSCH occasion(s) or resource(s) by the UE
· Increase CG PUSCH transmission occasions in a duration 
Conclusion
No further discussion in RAN1 for Rel-18 XR to extend the support of legacy single DCI scheduling multi-PDSCHs for FR2-2, to other SCS in FR1/FR2-1.
Conclusion
The capacity gain performance results in R1-2208661, R1-2209658 and R1-2209198 corresponding to enhancements based on multi-PDSCH scheduling by a single DCI are captured in XR SI TR.
Conclusion
Study on enhancement for CBG based HARQ-ACK feedback reporting is down-prioritized in RAN1 XR SI.
Conclusion
The following proposed enhancements techniques to improve XR capacity performance are down-prioritized in RAN1 XR SI:
· (P3-5-3) Study on PHR enhancement based on XR traffic arrival periodicity or UL pose periodicity.
· (P3-5-4) Study mechanism of packet dropping based on the PDB requirement, to avoid resource waste due to the out-of-date packets.
Agreement
· For further study the mechanisms to enable HARQ retransmission of a TB on a different cell than the cell of the initial TB transmission for CA operation on TDD cells, consider at least the following:
· Capacity performance evaluation results
· Complexity analysis and RAN2 impact
Conclusion
· Study of soft HARQ-ACK and Delta MCS in RAN1 XR SI for improving XR capacity is down-prioritized.
· Note: The corresponding capacity gain performance results in R1-2210003, R1-2208377 and R1-2203607 are captured in XR SI TR.
Conclusion
· Study on enhanced CQI based on CBG transmission, and study on enhanced CQI based on DMRS for improving XR capacity are down-prioritized in RAN1 XR SI.
· Note: The corresponding capacity gain performance results in R1-2208402 and R1-2209536 are captured in XR SI TR.
Conclusion
Study on Cooperative MIMO via DL interference probing based on SRS enhancement for improving XR capacity is down prioritized in RAN1 XR SI.
Note: The corresponding capacity gain performance results in R1-2208377 are captured in XR SI TR.
Conclusion
No consensus to continue study on differentiation of XR multiple flows based on CG enhancement in RAN1 XR SI.
Conclusion
No consensus to continue study of multi-bits SR mechanisms for capacity improvement of XR traffic in RAN1 XR SI.


eXtended Reality (XR) and Cloud Gaming are some of the most important 5G media applications under consideration in the industry. XR is an umbrella term for different types of realities and refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) and the areas interpolated among them. The capacity enhancement for XR has been studied in R-17 SI and the purpose of capacity study is to understand the performance of NR systems for XR applications, and identify any issues and performance gaps, which could be useful for understanding the limitation of current NR systems in supporting XR applications and the potential directions for future necessary enhancements to better support XR. In this contribution, we provide our views on XR specific capacity enhancements techniques. 
2. Discussion
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Traffic characteristics of XR services were intensively studied in the Rel-17 RAN1 meetings, and the DL/UL traffic models for the video stream and Pose/control for XR and cloud gaming services were agreed. Based on the outcomes of the studies so far, the following characteristics [2] of the XR traffic are identified and should be considered for the potential enhancements of NR to support XR.
· Non-integer periodicity
In RAN1 meetings of Rel-17, it was agreed that 60 frame per second (fps) is baseline for both DL and UL video stream and 30 fps, 90 fps as well as 120 fps can be also optionally evaluated. Based on the arrival time of packet with 30 fps, 60fps, 90fps, 120fps per second, the corresponding periodicities are {33.33ms, 16.67ms, 11.11ms, 8.33ms} respectively. It’s not an integer periodic of symbol or slot. 
· Jitter of packet arrival time
As agreed in RAN1 meeting in Rel-17, a truncated Gaussian distribution is used to model the jitter of DL and UL video stream for XR services. The range of jitter is agreed to be [-4, 4]ms (baseline) and [-5, 5]ms (optional). This means the XR packets may arrive at gNB or UE within a time window of total 8ms or 10ms length, and the exact arrival time is not known in advance. 
· Low latency and large packet size
To provide good experience of XR, the latency of XR traffic should be as low as possible. As agreed in RAN1 meetings in Rel-17, air interface PDB for DL video stream is as follows. 
VR/AR
· 10ms 
CG
· 15ms
According to the agreed traffic model in Rel-17, mean packet size is very large. Taking AR/VR 60Mbps as example, mean packet size is 125000 bytes. This is very different from R-15/6 URLLC or eMBB services. For URLLC, one of the most challenge is latency, and for eMBB, one of the most challenge is high transmission data. However, for XR services, both high transmission rate and low latency should be satisfied.
· Varying packet size
In Rel-17 RAN1 meeting, parameters of Truncated Gaussian distribution for packet size of DL video stream in case of single stream evaluation has been agreed and is shown below. We can observed that the packet size of XR is not fixed. 
· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· Multiple flows
For an XR application, there might be multiple data streams. Multiple streams may have different traffic characteristics, requirements and priorities. 
Observation 1: XR services have the following characteristics. 
· The non-integer periodicity
· Jitter of packet arrival time
· Low latency and large packet size
· Varying packet size
· Multiple flows
CG enhancements for XR
· Transmission pattern of CG within an integer periodicity
Comparing with dynamic scheduling mechanism, CG transmission mechanism can reduce the overhead of DCI signaling. In addition, scheduling time delay can also be decreased thanks to no SR transmission for CG. As a result, CG is one of the potential scheduling mechanism for XR. In Rel-17 RAN1 meetings, it was agreed that 60 frame per second (fps) is baseline for both DL and UL video stream and 30 fps, 90 fps as well as 120 fps can be also optionally evaluated, so CG transmission mechanism can be considered for periodic XR traffic. In current specification, the periodicity of CG can only be configured as: {1/7ms, 0.5ms ,1ms,…, 320ms, 640ms} for 15kHz, 0.5x {1/7ms,0.5ms, 1ms,…,1280ms} for 30kHz, 0.25x {1/7ms,0.5ms, 1ms, …,2560ms} for 60kHz, 0.125x {1/7ms,0.5ms, 1ms, …,5120ms} for 120kHz. As show in table 1. 
Table 1. ConfiguredGrantConfig information element
-- ASN1START
-- TAG-CONFIGUREDGRANTCONFIG-START

ConfiguredGrantConfig ::=           SEQUENCE {
    frequencyHopping                    ENUMERATED {intraSlot, interSlot}                                       OPTIONAL,   -- Need S
                                OPTIONAL,   -- Need R
periodicity                         ENUMERATED {
                                                sym2, sym7, sym1x14, sym2x14, sym4x14, sym5x14, sym8x14, sym10x14, sym16x14, sym20x14,
                                                sym32x14, sym40x14, sym64x14, sym80x14, sym128x14, sym160x14, sym256x14, sym320x14, sym512x14,
                                                sym640x14, sym1024x14, sym1280x14, sym2560x14, sym5120x14,
                                                sym6, sym1x12, sym2x12, sym4x12, sym5x12, sym8x12, sym10x12, sym16x12, sym20x12, sym32x12,
                                                sym40x12, sym64x12, sym80x12, sym128x12, sym160x12, sym256x12, sym320x12, sym512x12, sym640x12,
                                                sym1280x12, sym2560x12
    },
    configuredGrantTimer                INTEGER (1..64)                                                         
……
-- TAG-CONFIGUREDGRANTCONFIG-STOP
-- ASN1STOP
However, the periodicity for XR service is not an integer of a slot or symbol. Therefore, it is not suitable to configure a CG periodicity to match with the XR DL traffic perfectly. If the periodicity of CG is configured to an integer number of slot or symbol, there will be a gap between XR packet arrival time and CG configuration.
Observation 2：There is a gap between XR periodic DL traffic and CG configuration. 
To align the CG periodicity with XR traffic arrive, when jitter is not considered for XR services, then UE and gNB know the arrival time of XR traffic according to the periodicity. A straightforward way is to introduce a set of non-integer CG periodicity for XR services (such as 8.33ms, 11.11ms, 16.66ms, 33.33ms), however, non-integer periodicity is not matched with integer symbol or slot and the granularity of symbol or slot is the minimum time unit for data transmission in current specification. To solve the problem, another way can be considered, as show in Figure 1(take 60 fps as an example), it can be obviously observed that the mismatch issue appears every three arrival intervals. In others words, within 50ms periodicity, there are three packets will be arrived, so pre-defined a fixed transmission pattern of CG within an integer periodicity for XR can be considered. In addition, when is adopt, the HARQ-ID of the each configurations within the pattern need to study.
[image: ]
Figure 1. Mismatch between DL traffic with 30 fps and CG/SPS with 32ms
Proposal 1: A fixed transmission pattern of CG within an integer periodicity for XR can be considered. 
· [bookmark: _GoBack]Study how to determine the HARQ-ID of each configuration within the fixed pattern. 
· Additional PDCCH monitoring occasion
As agreed in Rel-17 RAN1 meeting, a truncated Gaussian distribution is used to model the jitter of DL and UL video stream for XR services. The range of jitter is agreed to be [-4, 4]ms (baseline) and [-5, 5]ms (optional). This means the XR packets may arrive at gNB or UE within a time window of 8ms or 10ms length, and the exact arrival time is not known in advance. When the XR traffic is arrived before CG transmission occasion, UE can transmit a PUSCH on the following TO. However, when the XR traffic is arrived after CG transmission occasion, UE need to postpone the PUSCH transmission to the next CG periodicity. As a result, latency maybe over budget. One potential way to solve this problem is to use multiple CG configurations for XR services, however, low resource efficiency will be caused due to much resources need to be reserved in this way. To improve the resource efficiency, additional PDCCH monitoring occasions can be considered for XR during the range of jitter.
Proposal 2: Additional PDCCH monitor occasions can be considered for XR during the range window of jitter. 
· Changing resource allocation of CG
As agreed in Rel-17 RAN1 meeting, the data packet size of XR is varying over time. Taking AR/VR 30Mbps as example, maximum packet size is 93750 bytes but minimum packet size is 31250 bytes. Obviously, there exists large gap between maximum packet size and minimum packet size. A semi-static resource allocation of CG is not enough for a time-varying packet size. When the resource allocation based on the mean or maximum packet size, a large number of RBs may be wasted if arrived packet size is smaller than the mean or maximum packet size. On the other hand, when the resource allocation based on the mean or minimum packet size, the resources of CG transmission occasion(s) are not enough if arrived packet size is larger than the mean or minimum packet size. Therefore, dynamic changing time and frequency resource allocation for CG configurations to match XR services should be considered. 
Proposal 3: Dynamic changing resource allocation of CG configuration for XR can be considered. 
Dynamic scheduling/grant enhancement
As agreed in Rel-17, XR and CG traffic is quasi-periodic, and the packet arrival time and packet size are various over time. So dynamic scheduling mechanism is one of way to support XR services. 
· Search space set configuration
For dynamic scheduling mechanism, the PDCCH monitoring occasions are based on search space set configurations and its corresponding CORESET. In current specification, the monitoring periodicity and offset are configured based on integer slot and monitoring symbol within slot is based on integer symbol. However, this is not matched with periodic of XR services. As a result, enhancement of search space set configuration should be considered for XR services. 
Proposal 4: Enhancements of search space set configuration should be considered for XR.
· Multi-PDSCH/PUSCHs
In Rel-17 52.6GHz WI, multi-PDSCHs and multi-PUSCHs scheduling by a single DCI were studied. The intention is to reduce the UE blind decoding complexity for PDCCH in the larger SCS scenario. This feature can also be considered to address the issues of large and varying packet size for XR. It is beneficial to reduce UE blind decoding complexity and improve the scheduling latency. In addition, as discussed in section 2, XR services may include multiple data streams and the multiple streams may have different traffic characteristics, requirements and priorities. For a single DCI scheduling multiple PDSCHs or PUSCHs, a shared MCS cannot be suitable for different characteristics (e.g. reliability) for multiple flows, as a result, a single DCI scheduling multiple PDSCHs or PUSCHs with different MCS could be also considered. 
Proposal 5: A single DCI scheduling multi-PDSCHs and multi-PUSCHs with different MCS for XR can be considered.
· TBoMS
In Rel-17 coverage enhancement WI, TB processing over multiples slots was studied. For enhancing coverage capacity of UE in cell edge, it’s focused on single CB within a TB and single transmission layer. For XR services with large packet size, similar mechanism for TB processing over multiple slot can be considered thanks to its low DCI overhead. In addition, the number of CBs and transmission layers for a TB should not be limited. 
[bookmark: OLE_LINK1]Proposal 6: TB processing over multiple slots with no number of CBs and transmission layers limited can be considered for XR.    
· Reducing align time of dynamic scheduling
Latency is one of a key issue for XR service. In current spec, for dynamic scheduling mechanism of PUSCH, a UL data transmission will be performed SR-BSR-PUSCH procedure, the first, a UE need to transmit a positive SR over a PUCCH in a UL slot, then wait for a next UL slot to report BSR, after BSR is received by gNB, a PUSCH transmission grant can be indicated to UE, with this way, large latency will be caused due to processing and align time of SR+BSR procedure. Thus, how to decrease the latency of dynamic scheduling mechanism of PUSCH should be studied. To solve the issue, one straightforward way is to drop/adjust one or several step(s) of DG scheduling mechanism, e.g. SR or BSR or both SR+BSR. However, when both SR+BSR are dropped, a configured grant resource will be needed, however, this is not an efficient resource utilized way for PUSCH transmission, especially for XR services with large and vary packet size. As a result, to drop/adjust SR or BSR procedure for PUSCH dynamic scheduling can be considered. One potential way is to combine the CG and dynamic grant for the uplink video traffic transmission, a CG configuration is configured for the BSR transmission with the periodicity based on the video frame rate, and then followed dynamic grant can be used to schedule a uplink video traffic transmission, denote as CG-based DG. Another potential way is introducing multiple bits information SR, a SR can carry several bits information for BSR size indication, and gNB can scheduling a uplink video traffic transmission right after a triggered positive SR, denote as SR-based DG. 
Proposal 7: Both CG-based dynamic grant and multiple bits information SR-based dynamic grant for XR UL traffic transmission can be studied.   
3. Conclusion
In this contribution, the following observations and proposals have been made:
Observation 1: XR services have the following characteristics.  
· The non-integer periodicity
· Jitter of packet arrival time
· Lower latency 
· Large and varying packet size
· Multiple flows
Observation 2：There is a gap between XR periodic DL traffic and CG configuration.
Proposal 1: A fixed transmission pattern of CG within an integer periodicity for XR can be considered. 
· Study how to determine the HARQ-ID of each configuration within the fixed pattern. 
Proposal 2: Additional PDCCH monitor occasions can be considered for XR during the range window of jitter. 
Proposal 3: Dynamic changing resource allocation of CG configuration for XR can be considered. 
Proposal 4: Enhancements of search space set configuration should be considered for XR.
Proposal 5: A single DCI scheduling multi-PDSCHs and multi-PUSCHs with different MCS for XR can be considered.
Proposal 6: TB processing over multiple slots with no number of CBs and transmission layers limited can be considered for XR. 
Proposal 7: Both CG-based dynamic grant and multiple bits information SR-based dynamic grant for XR UL traffic transmission can be studied.
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