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Introduction
[bookmark: _Hlk47732020]The new study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1]. One of the study objectives includes terminology, description to identify common and specific characteristics for the AI/ML framework investigations and Life cycle management (LCM). In RAN #110b-e meeting, the following was agreed on the general aspects of AI/ML framework:
	Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operation
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE
Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
0. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
0. Overhead (e.g., signaling overhead associated with model monitoring)
0. Complexity (e.g., computation and memory cost for model monitoring)
0. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
0. FFS: Power consumption
0. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures
Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
0. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
0. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
10. [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
0. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation/latency for training data collection.
· Storage/computation/latency for training and model update
· Storage/computation/latency for model monitoring.
· Storage/computation/latency for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)
Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.



In this contribution we discuss the terminology, general framework, Model Life cycle management and evaluation methodology. 

General AI/ML Framework
Functional framework
In terms of a functional framework for AI/ML we show below the framework from RAN3 TR37.817.




The operational mode for AI/ML can be categorized based on the side (NW or UE) at which the model inference is performed. They can be categorized as follows: 
· Single sided model at the Network side
· Single sided model at the UE side
· Two -sided model at the Network/UE

In the following, we present different functional frameworks for the 3 different cases as shown above – these are derived from 37.817 with small modifications. 
2.2 Single sided model at Network 
Figure 1 shows a single sided AI/ML model where the model is trained and inferred at the NW side. In this case, the NW may require a UE to assist in data collection for training and inference over the air-interface. 


Figure 1 Single sided model at Network side
An example of this model could be MCS prediction where the scheduling unit acts as the actor and the action is selecting a certain MCS. The feedback from the actor could be for instance, the quality of prediction or the ACK/NACK resulting from the prediction. This model can be implemented for other AI/ML use cases e.g., CSI prediction, beam management. 

2.3 Single sided model at UE
The below figure 2 shows a single sided AI/ML model where model training and inference occurs at the UE side.


Figure 2 Single sided model residing at the UE
In this case, some assistance information may be needed from the gNB to the UE (configuration/update) and some capability information from UE to gNB. Overall, the specifications impact to the air-interface can be relatively small. This model can be relevant for UE side channel prediction as an example.

2.4 Two-sided model
Figure 3 shows a two-sided model where the data collection and model training resides at the NW side. In this two-sided model, the model inference resides partly at the NW and partly at the UE. The NW may need assistance from UE for data-collection. In this case, a fully trained model could be delivered to the UE over the air interface (or other means). This model may have the most significant specification impact due to possibility of model exchange over the air interface. An example of this model is a CSI autoencoder where the encoder resides at the UE which compresses the CSI-RS based channel information and the decoder at the gNB that de-compresses the CSI. 


Figure 3 Two- sided model

Proposal-1: The following functional frameworks are proposed based on NW-UE interaction
1. Single sided model at NW (identical to RAN3 with small air-interface impact)
1. Single sided model at UE (identical to RAN3 with small air-interface impact)
1. Two-sided model (more significant air-interface impact)

Collaboration Levels
In this section we provide an enhancement to the agreed NW-UE collaboration levels. In addition to categorizing NW-UE collaboration levels based on model transfer, the levels can be sub categorized based on single-sided or two-sided model. 
The specification impact to having a single-sided model and two-sided model can be different. For instance, model monitoring, model deployment, model fine tuning etc will be different for single sided vs. double sided model. 

Proposal-2: Consider the following network – UE collaboration levels as an enhancement to the agreed collaboration levels (split Level-1 and Level-2 of last agreement)
1. Level 0: No collaboration
1. Level 1a: Signalling-based collaboration for single-sided model without model transfer
1. Level 1b: Signalling-based collaboration for two-sided model without model transfer
1. Level 2: Signalling-based collaboration for two-sided model with model transfer
Model life cycle management 
The life cycle management of a ML model can be broadly categorized into data preparation, model creation/generation and model deployment/monitoring. The LCM of AI/ML models over the air interface is required for sustainable functioning of the AI/ML model and preventing any long-term performance degradation. In the following figure, we provide our high-level view of model LCM. This is based on the agreed upon terminologies from RAN1#110 as shown in the table below



Figure 4 Example of ML model lifecycle
Table 1 Different aspects of LCM
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	Model Training 
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	Model Deployment
	Process of converting an AI/ML model into an executable form and delivering it to a target device where inference is to be performed. The conversion may happen before or after delivery

	Model Registration 
	Model identifier for the network to identify the UE model version 

	Model Selection, activation, deactivation 
	Model selection is the process of selecting one model amongst many alternatives 
Model activation and deactivation is to enable and disable the model in case of non AI/ML model implementation  

	Model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model Update
	Improve the model performance by updating the model and parameters or keeping the same model with new parameters 

	Model Transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



Proposal-3: Consider defining a Model LCM flow chart based on the agreed terminologies of data-collection, model training, model deployment, model registration, model selection/activation/deactivation, model inference, model monitoring, model update and model transfer 

Model Activation/Deactivation/Selection
Model selection is the process of selecting one model amongst many alternatives and Model activation and deactivation is to enable and disable the model. Model activation and deactivation are suitable in case of single model, whereas model selection and switching is where multiple AI/ML models are available. Depending on use case, model ID based activation, deactivation, selection can be considered. 
Model Registration 
Model registration could be considered as a process for a UE to request AI/ML service for a specific use-case. In terms of model related information – vendor information, high-level use-case description (equivalent to a service), model applicability scenarios may be required. Model registration can be used for UE-sided models, and two-sided models. More detailed information needed to set up LCM comprising of model ID and meta information like model input, output could be part of UE capability reporting.  the network can perform model switching, model activation, deactivation. 

Proposal-4: Define model registration terminology as a process for a UE to request AI/ML service for a specific use-case

Model Transfer 

For model delivery, a CP- based solution or UP-based solution can be considered (some discussion also in RAN2). In a CP-based solution, model transfer can occur from OAM to the UE over SRB whereas in a UP-based solution, the AI/ML model can be treated as service packets from a CN (AI/ML) server.  

Proposal-5: For the purposes of model transfer, discuss model generation and model transfer options via CP or UP (including models with defined or proprietary formats) for different use-cases 

Model Update

Model update is required to maintain the inference accuracy level of an AI/ML model. Therefore, model update can be triggered based on the model monitoring performance e.g., throughput values, confidence levels/loss. This can be done in an event-triggered manner. 

Evaluation Methodology 
5.1 Dataset Sharing

For AI/ML modelling, datasets are the most important. A common dataset could be beneficial to better align across different company’s results. However, generating this pool of data is not easy and therefore agreeing upon evaluation assumptions for dataset generation is another way to achieving common datasets. 
Proposal-6: Consider the following options for achieving a common dataset
1. Common dataset pool contributed by different companies
1. Agreeing on evaluation assumptions to generate datasets

Specification Impact 
One-sided models:
For one-sided models at the UE, the inference is performed in the UE side and correspondingly with one sided models at the NW, the inference is performed at the NW. Particularly for one sided models at the UE side, there should be assistance information exchanged between the NW and UE. As an example, UE capability, performance monitoring information from UE to the NW and model activation/deactivation/configuration from the NW to the UE.  Therefore, there could be specification impact from UE capability, performance monitoring, activation, de-activation of one or more models.
Two-sided models:
In the case of a two-sided model, a UE should be aware of the inference data and pre-processing information. For instance, in a CSI autoencoder use case, the pre-processing of inference data may include SVD, extraction of the strongest eigen vector followed by transformation from space-frequency domain to angular-delay domain, normalization etc. – all of which may have specification impact.

Proposal-7: Study specification impacts associated with one sided models (at least UE-side models) and two-sided models that may include UE capability exchange, performance monitoring, activation, de-activation, configuration of models. 

Conclusion

Proposal-1: The following functional frameworks are proposed based on NW-UE interaction (block diagrams, not agreed last time)
1. Single sided model at NW (identical to RAN3 with small air-interface impact)
1. Single sided model at UE (identical to RAN3 with small air-interface impact)
1. Two-sided model (more significant air-interface impact)
Proposal-2: Consider the following network – UE collaboration levels as an enhancement to the agreed collaboration levels (split Level-1 and Level-2 of last agreement)
· Level 0: No collaboration
· Level 1a: Signalling-based collaboration for single-sided model without model transfer
· Level 1b: Signalling-based collaboration for two-sided model without model transfer
· Level 2: Signalling-based collaboration for two-sided model with model transfer

Proposal-3: Consider defining a Model LCM flow chart based on the agreed terminologies of data-collection, model training, model deployment, model registration, model selection/activation/deactivation, model inference, model monitoring, model update and model transfer 
Proposal-4: Define model registration terminology as a process for a UE to request AI/ML service for a specific use-case
Proposal-5: For the purposes of model transfer, discuss model generation and model transfer options via CP or UP (including models with defined or proprietary formats) for different use-cases 
Proposal-6: Consider the following options for achieving a common dataset
1. Common dataset pool contributed by different companies
1. Agreeing on evaluation assumptions to generate datasets

Proposal-7: Study specification impacts associated with one sided models (at least UE-side models) and two-sided models that may include UE capability exchange, performance monitoring, activation, de-activation, configuration of models. 
Reference
	[bookmark: _Ref40019648][1]
	RP-213599 “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface,” Qualcomm, December 6 – 17, 2021.
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	Chairman notes of RAN1 #110b-e meeting
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