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1. [bookmark: _Ref521334010]Introduction
In RAN #110bis e-meeting, the following agreements were made for sub use case on AI/ML for beam management [1]:
	Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2
Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.


In this contribution, sub use cases for AI/ML based beam management and potential spec impacts are analyzed.
2. Discussion
2.1. Sub use cases
1. 
2. 
2.1 
BM-Case1 and BM-Case2
During the last two meetings, for BM-Case1 and BM-Case2, whether AI/ML inference and training is at NW side, UE side or both sides has been discussed. Finally, it’s agreed that AI/ML inference and training can be at either NW side or UE side. However, whether inference and training should be at the same side or at different sides also needs to be discussed. Thus, there are 4 options listed as following:
· Option1: AI/ML training and inference at NW side;
· Option2: AI/ML training and inference at UE side;
· Option3: AI/ML training at NW side and inference at UE side;
· Option4: AI/ML training at UE side and inference at NW side.
Option1 and Option2 are more reasonable and can protect the model proprietary for NW and UE side. For Option3, it has some benefits for the UE that has no AI training burden compared with Option2. Option2 and Option3 can save the resource for transmission feedback information, e.g., L1-RSRP, CIR or UE position related assistance information, during inference stage compared with Option1. However, for Option4, if UE transfers the trained AI/ML model to NW side, NW needs to implement different AI/ML models for different UEs. It’s too complex for NW to operate and store so many AI/ML models. Thus, there is no benefit for Option4 compared with other options. Based on the above analysis, Option1, Option2 and Option3 can be further studied.  
Proposal 1: For the sub use case BM-Case1 and BM-Case2, support the following alternatives for further study:
· Alt.1: AI/ML training and inference at NW side;
· Alt.2: AI/ML training and inference at UE side;
· Alt.3: AI/ML training at NW side and inference at UE side.
For the sub use case BM-Case1 and BM-Case2, the AI/ML inputs were discussed during RAN1#110 meeting but no consensus was concluded. In RAN1#109-e meeting, the following conclusion for the AI/ML inputs was achieved [2]. 
	Conclusion:
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


In our simulation, we simulate several alternatives and compare their performance [3]. Based on the simulation results, the input of L1-RSRP measurement based on Set B with fixed pattern has the best performance. The beam ID is implicitly used when fixed pattern is applied as input. When random pattern is applied as input, additional DL Tx and/or Rx beam ID input can improve the performance compared with only L1-RSRP measurement input. 
Only using L1-RSRP measurement based on Set B as AI/ML inputs has the benefit of saving feedback resources, when AI/ML training or inference is at NW side. Using CIR based on Set B as AI/ML inputs will occupy more UL feedback resources than using L1-RSRP measurement without significant performance improvement.
Regarding the assistance information, whether the proprietary/privacy information can be disclosed was discussed during the last meeting. Most companies support the proprietary/privacy information should not be disclosed and whether the assistance information is proprietary/privacy information or not can be further studied. From our point of view, we also support the proprietary/privacy information should not be disclosed. Regarding whether the assistance information is proprietary/privacy information or not, we think it should be discussed separately with UE-sided model and NW-sided model.
For UE-sided model, some information related with DL Tx beam are proprietary information of gNB, e.g., Tx beam angle and Tx beam shape, which cannot be used as model inputs. However, UE position information, UE direction information, DL Rx beam related information can be used as model inputs for UE-sided model. On the other hand, the UE position information and UE direction information are UE privacy information and some information related with Rx beam are proprietary information of UE, e.g., Rx beam angle and Rx beam shape, which cannot be used as model inputs for NW-sided model. DL Tx beam related information can be used as model inputs for NW-sided model. Thus, whether and how the assistance information can be used as model inputs should be separately discussed based on UE-sided model and NW-sided model.
Proposal 2: For the assistance information as model inputs, the proprietary/privacy information should not be disclosed.
Proposal 3: Whether the assistance information is proprietary/privacy information or not should be discussed separately with UE-sided model and NW-sided model.
Proposal 4: For the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B;
· Alt.2: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID;
· Alt.3: L1-RSRP measurement based on Set B and assistance information.
· Whether and how the assistance information can be used as model inputs should be discussed for UE-sided model and NW-sided model, separately. 
During RAN1#109-e meeting, the following agreement was made for sub use case BM-Case1 and BM-Case2.
	Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


For Alt.2, the DL Rx beam prediction is more feasible to be implemented at UE side. Thus, no spec impact is foreseen for DL Rx beam prediction. Based on the offline discussion during the last meeting, we also support that Alt.2 can be de-prioritized. Regarding Alt.1 and Alt.3, there are still some issues in these two alternatives. For example, how to select the DL Rx beam for Alt.1 during training and inference and how to share the DL Tx and Rx beam information between NW and UE. However, we think at least at current stage Alt.1 and Alt.3 can be kept for further simulation and study the spec impacts.
Proposal 5: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for further study.
· Alt.1: DL Tx beam prediction;
· Alt.3: Beam pair prediction.
In the following sections of spec impacts, we will focus on the Alt.1 and Alt.3.
2.2. Spec impacts
During the last meeting, the spec impacts have been discussed according to the different LCM procedures. In this section, we will continue discuss the details of spec impacts on AI/ML-based beam management.
1. Data collection
Data collection is related with model training/fine-tuning/inference/update. Since data collection for model fine-tuning and update is similar with data collection for model training, we will focus on the data collection for model training and inference in the following discussion.
For model training, gNB needs to transmit RS in both Set A and Set B when Set A and Set B are different in BM-Case1 and BM-Case2. However, when Set B is the subset of Set A, gNB only needs to transmit RS in Set A and informs the beam pattern of Set B in Set A to UE. UE needs to measure Set A and Set B to get the measurement results. When the model is trained at UE side, UE at least uses the measurement results of Set B as model inputs for model training, which can be left to UE implementation. If the model is trained at gNB side, the UE at least needs to report the measurement results of Set B as model inputs for model training to gNB. The measurement results can be L1-RSRP of received RS in Set B. 
Regarding the label of model outputs, it may depend on the AI algorithm and model functionality. For example, if supervised learning is used and the best beam ID is predicted, the best genie-aided beam ID from Set A should be used as model label for model training. Thus, UE needs to report the best genie-aided beam ID from Set A to gNB, if the model is trained at gNB side. If supervised learning is used and the L1-RSRP is predicted, the L1-RSRP from Set A should be used as model label for model training. Thus, UE needs to report all the measurement results, e.g., L1-RSRP, of Set A to gNB, if the model is trained at gNB side.
Proposal 6: Regarding the data collection for AI/ML model training in BM-Case1 and BM-Case2, at least study the following aspects on RS transmission.
· Alt1: gNB transmits RS in both Set A and Set B to UE;
· Alt2: gNB transmits RS in Set A and informs the beam pattern of Set B to UE.
Proposal 7: Regarding the data collection for AI/ML model training at NW side, study the following information for UE reporting as a starting point:
· For model inputs, report the measurement results (e.g., L1-RSRP) of Set B;
· For the label of model outputs, study the following alternatives depend on AI algorithm and model functionality:
· Alt1: Best genie-aided beam ID from Set A;
· Alt2: Measurement results (e.g., L1-RSRP) of Set A;
· Other alternatives are not precluded.
For model inference, gNB only needs to transmit RS in Set B. UE can measure the received RS in Set B and get L1-RSRP used as model inputs. If the inference is performed at UE side, the UE gets the measurement results (e.g., L1-RSRP) of Set B as model inputs, which can be left to UE implementation. If the inference is performed at gNB side, the UE needs to transmit measurement results (e.g., L1-RSRP) of Set B to gNB as model inputs.
Proposal 8: Regarding the data collection for AI/ML model inference at NW side, the UE needs to report the measurement results (e.g., L1-RSRP) based on the RS received in Set B to gNB as model inputs.

Model registration
In our companion contribution, we discuss the definition and information of model registration [4]. Model registration is a procedure of informing the existence of an AI/ML model to network. At least for collaboration Level y, gNB doesn’t know the exact model information in UE side, if the model deployed at UE is proprietary. Thus, sufficient information of the AI/ML model shall also be provided to enable LCM in 3GPP network.
Regarding BM-Case1 and BM-Case2, if there are multiple AI/ML models in UE, the UE needs to provide model ID and description information of AI/ML models to gNB for model registration. The description information can be the information of model functionality, inputs and outputs. Based on the previous agreement, a model can be used for BM-Case1 or BM-Case2. Moreover, a model can be used for DL beam pair prediction, or DL Tx beam predication. Thus, the model functionality should be provided to gNB. The information of model inputs can be the number of DL Tx beams or beam pairs in Set B or suggested beam pattern in Set B. gNB can use the model functionality and information of model inputs to decide how to transmit the RS in DL Tx beam of Set B. The information of model outputs can be the number of predicted beam, e.g., N predicted DL Tx beams or beam pairs and/or L1-RSRP. Based on the information of model outputs, gNB can decide the feedback UL resources for the number of N best beam ID and/or L1-RSRP. For other information, UE may also need to report to gNB when performing model registration [4].
Proposal 9: Regarding BM-Case1 and BM-Case2, for model registration, study the following aspects as a starting point for model description information which UE should provide to gNB:
· Model functionality, e.g., BM-Case1/BM-Case2 or DL beam pair/Tx beam prediction;
· Information of model inputs, e.g., the number of DL Tx beams or beam pairs in Set B;
· Information of model outputs, e.g., the number of predicted beam and/or L1-RSRP;
· Information on assistance information for inference,
· Information on model performance,
· Information on co-existence of other AI/ML models and/or non-AI/ML features,
· Information on applicable scenarios/configurations/sites.
For a registered AI/ML model, a unique model ID, from UE’s point of view, is needed for model management, e.g. indication of the model. Note that this is aligned with RAN2’s assumption. It is expected that such unique model ID will be assigned to the AI/ML model by network, or reported by UE. Whether the unique model ID is reported by UE or assigned by network can be further studied. Moreover, the model ID can be explicit or implicit indication, which can also be further studied.
Proposal 10: For model registration, further study the following aspects on the model ID of a registered AI/ML model:
· Whether the model ID is reported by UE or assigned by network;
· Whether the model ID is explicit or implicit.

Model inference
If the model inference is performed at gNB side, the UE measures the received RS in Set B and report L1-RSRP to gNB as model inputs. For BM-Case1, if the number of beam in Set B is larger than 4, the UE needs to report the measurement results of more than 4 beams in one reporting instance. However, regarding BM-Case2, the UE needs to report the measurement results of K (K>=1) latest measurement instances to gNB. How to report the measurement results of K latest measurement instances can be further studied. For example, one mechanism is that UE can report the measurement results of more than 4 beams in one reporting instance for each measurement instance among K (K>=1) latest measurement instances. The other mechanism is that UE reports the measurement results of all K (K>=1) latest measurement instances together in one reporting instance. Since the first reporting mechanism has more reliability and feasibility, we prefer the first mechanism, i.e., UE reports the measurement results of more than 4 beams in one reporting instance for each measurement instance among K (K>=1) latest measurement instances.
Proposal 11: Confirm the working assumption for BM-Case1, i.e., For BM-Case1 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference:
· UE to report the measurement results of more than 4 beams in one reporting instance;
· Other L1 reporting enhancements can be considered.
Proposal 12: For BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference:
· UE to report the measurement results of more than 4 beams in one reporting instance for each measurement instance among K (K>=1) latest measurement instances;
· Other L1 reporting enhancements can be considered.
For NW sided model, the gNB predicts DL Tx and/or Rx Beam ID(s) of N predicted DL Tx and/or Rx beams based on the model inputs. If N is equal to 1, the gNB can use this predicted best beam to transmit signaling to UE. How to indicate this predicted best beam in TCI states should be further studied, since UE may not measure this DL Tx beam before. If N is larger than 1, the gNB can transmit RS in these N predicted beams and let UE use legacy mechanism to determine the best beam, which may involve some latency.
Proposal 13: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following TCI states enhancement for AI/ML model inference:
· How to indicate the predicted best beam in TCI states.
If the model inference is performed at UE side, the UE measures the received RS in Set B and predicts DL Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of N predicted DL Tx and/or Rx beams. Based on the agreements of last meeting, the N predicted beams should be indicated to gNB, so that gNB can transmit RS or signaling in those beams to UE. Regarding whether to report predicted L1-RSRP, it depends on the model outputs. If the model output includes both beam ID and L1-RSRP, then the L1-RSRP corresponding to the predicted beam(s) can be reported to gNB. If the model output only includes beam ID, then UE only needs to report the beam ID of predict top-N beams.
Proposal 14: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW:
· Whether to report predicted L1-RSRP depends on the model outputs.

Model monitoring
The propagation environment in the system may change due to various factors, e.g. moving of UE and new obstacles. Due to the large change of propagation environment, the performance of AI/ML based beam management may deteriorate dramatically. In order to avoid long time performance degradation, AI/ML model quality monitoring is needed, and some actions should be taken when the AI/ML model becomes invalid.
For AI/ML based beam management, the AI/ML model quality can be monitored by UE side or gNB side. If the AI/ML model is monitored at UE side, UE needs to calculate the best beam based on the baseline schemes and compared with the predication performance of AI/ML model. If the AI/ML model is monitored at gNB side, UE also needs to calculate the best beam based on the baseline schemes and report the best beam information to gNB. The predication performance of AI/ML model is compared with the best beam information by gNB. The predication performance of AI/ML model can be intermediate KPIs, e.g., the beam prediction accuracy KPIs or eventual KPIs, e.g., Throughput. The baseline schemes for BM-Case1 and BM-Case2 were agreed in RAN1#109-e meeting as following [2]:
	Agreement
· For spatial-domain beam prediction, further study the following options as baseline performance
· Option 1: Select the best beam within Set A of beams based on the measurement of all RS resources or all possible beams of beam Set A (exhaustive beam sweeping)
· FFS CSI-RS/SSB as the RS resources
· Option 2: Select the best beam within Set A of beams based on the measurement of RS resources from Set B of beams
· FFS: Set B is a subset of Set A and/or Set A consists of narrow beams and Set B consists of wide beams
· FFS: how conventional scheme to obtain performance KPIs
· FFS: how to determine the subset of RS resources is reported by companies
· Other options are not precluded.
Agreement
· For temporal beam prediction, further study the following options as baseline performance
· Option 1a: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources or all possible beams from Set A of beams at the time instants within T2 
· Option 2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the time instants within T1 
· Companies explain the detail on how to select the best beam for T2 from Set A based on the measurements in T1
· Where T2 is the time duration for the best beam selection, and T1 is a time duration to obtain the measurements of all the RS resource from Set B of beams.
· T1 and T2 are aligned with those for AI/ML based methods
· Whether Set A and Set B are the same or different depend on the sub-use case
· Other options are not precluded.


If the performance of AI/ML based beam management is degraded, the following procedures should be studied, e.g., updating the AI/ML model, switching the AI/ML model to another one, and fall back. Some signaling exchange between the gNB side and UE side may be needed.
Proposal 15: Regarding the model monitoring for BM-Case1 and BM-Case2, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs, e.g., the beam prediction accuracy KPIs;
· Eventual KPIs, e.g., throughput.
Proposal 16: Regarding the model monitoring for BM-Case1 and BM-Case2, the benchmark/reference for the performance comparison can be the best beam based on the baseline schemes.
Proposal 17: Regarding the model monitoring for BM-Case1 and BM-Case2, the spec impacts of following procedures based on model monitoring results should be studied, e.g., model update/switching/fallback.

Model transfer
Regarding to the Model transfer, the definition was discussed during the last meeting, but ended up without consensus. In our companion contribution, we propose the definition of model transfer is delivery of an AI/ML model over the air interface via 3GPP signaling [3]. Thus, according to our Proposal 1 in this contribution, only Alt.3, i.e., AI/ML model training at NW side and inference at UE side, has model transfer procedure. 
For model transfer from NW side to UE side, the following aspects can be further studied:
· Full or partial model transfer;
· Size of model transfer;
· Model transfer frequency;
· Latency and reliability requirements for model transfer;
· Signaling for model transfer, e.g., User plane or control plane;
· Model delivery format for model transfer, e.g., ONNX or 3GPP-standadized model representation format.
For initial model deployment in UE, full model needs to be transferred from NW to UE, while, for model update, model can be partially transferred to UE. Thus, the size and frequency of model transfer should be further studied, e.g., the model transfer is triggered by event or signaling. RAN1 also needs to give the suggestion of latency and reliability requirements for model transfer, so that RAN2 can discuss the design of signaling and model delivery format for model transfer.
Proposal 18: Regarding the model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer;
· Data size of model transfer;
· Model transfer frequency for model deployment/update;
· Latency and reliability requirements for model transfer;
· Model delivery format for model transfer, e.g., ONNX or 3GPP-standadized model representation format.
Proposal 19: Regarding the model transfer, the signaling and model representation format can be further studied in RAN2 based on RAN1 progress.

Conclusion
In this contribution, the sub use cases for beam management and related spec impacts are discussed. The proposals are summarized as follows:
Proposal 1: For the sub use case BM-Case1 and BM-Case2, support the following alternatives for further study:
· Alt.1: AI/ML training and inference at NW side;
· Alt.2: AI/ML training and inference at UE side;
· Alt.3: AI/ML training at NW side and inference at UE side.
Proposal 2: For the assistance information as model inputs, the proprietary/privacy information should not be disclosed.
Proposal 3: Whether the assistance information is proprietary/privacy information or not should be discussed separately with UE-sided model and NW-sided model.
Proposal 4: For the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B;
· Alt.2: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID;
· Alt.3: L1-RSRP measurement based on Set B and assistance information.
· Whether and how the assistance information can be used as model inputs should be discussed for UE-sided model and NW-sided model, separately. 
Proposal 5: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for further study.
· Alt.1: DL Tx beam prediction;
· Alt.3: Beam pair prediction.
Proposal 6: Regarding the data collection for AI/ML model training in BM-Case1 and BM-Case2, at least study the following aspects on RS transmission.
· Alt1: gNB transmits RS in both Set A and Set B to UE;
· Alt2: gNB transmits RS in Set A and informs the beam pattern of Set B to UE.
Proposal 7: Regarding the data collection for AI/ML model training at NW side, study the following information for UE reporting as a starting point:
· For model inputs, report the measurement results (e.g., L1-RSRP) of Set B;
· For the label of model outputs, study the following alternatives depend on AI algorithm and model functionality:
· Alt1: Best genie-aided beam ID from Set A;
· Alt2: Measurement results (e.g., L1-RSRP) of Set A;
· Other alternatives are not precluded.
Proposal 8: Regarding the data collection for AI/ML model inference at NW side, the UE needs to report the measurement results (e.g., L1-RSRP) based on the RS received in Set B to gNB as model inputs.
Proposal 9: Regarding BM-Case1 and BM-Case2, for model registration, study the following aspects as a starting point for model description information which UE should provide to gNB:
· Model functionality, e.g., BM-Case1/BM-Case2 or DL beam pair/Tx beam prediction;
· Information of model inputs, e.g., the number of DL Tx beams or beam pairs in Set B;
· Information of model outputs, e.g., the number of predicted beam and/or L1-RSRP;
· Information on assistance information for inference,
· Information on model performance,
· Information on co-existence of other AI/ML models and/or non-AI/ML features,
· Information on applicable scenarios/configurations/sites.
Proposal 10: For model registration, further study the following aspects on the model ID of a registered AI/ML model:
· Whether the model ID is reported by UE or assigned by network;
· Whether the model ID is explicit or implicit.
Proposal 11: Confirm the working assumption for BM-Case1, i.e., For BM-Case1 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference:
· UE to report the measurement results of more than 4 beams in one reporting instance;
· Other L1 reporting enhancements can be considered.
Proposal 12: For BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference:
· UE to report the measurement results of more than 4 beams in one reporting instance for each measurement instance among K (K>=1) latest measurement instances;
· Other L1 reporting enhancements can be considered.
Proposal 13: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following TCI states enhancement for AI/ML model inference:
· How to indicate the predicted best beam in TCI states.
Proposal 14: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW:
· Whether to report predicted L1-RSRP depends on the model outputs.
Proposal 15: Regarding the model monitoring for BM-Case1 and BM-Case2, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs, e.g., the beam prediction accuracy KPIs;
· Eventual KPIs, e.g., throughput.
Proposal 16: Regarding the model monitoring for BM-Case1 and BM-Case2, the benchmark/reference for the performance comparison can be the best beam based on the baseline schemes.
Proposal 17: Regarding the model monitoring for BM-Case1 and BM-Case2, the spec impacts of following procedures based on model monitoring results should be studied, e.g., model update/switching/fallback.
Proposal 18: Regarding the model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer;
· Data size of model transfer;
· Model transfer frequency for model deployment/update;
· Latency and reliability requirements for model transfer;
· Model delivery format for model transfer, e.g., ONNX or 3GPP-standadized model representation format.
Proposal 19: Regarding the model transfer, the signaling and model representation format can be further studied in RAN2 based on RAN1 progress.
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