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1. [bookmark: _Ref521334010]Introduction
In RAN1#110bis e-meeting, the following agreements were made for evaluation on AI/ML for spatial-domain beam prediction [1]:
	Working Assumption
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Conclusion
· For system performance related KPI (if supported) evaluation (model inference), companies report either of the following traffic model:
· Option 1: Full buffer
· Option 2: FTP model with detail assumptions (e.g., FTP model 1, FTP model 3)

Agreement
· BS antenna configuration: 
· antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ
· Other assumptions are not precluded
· BS Tx power for evaluation: 
· 40dBm (baseline)
· Other values (e.g. 34 dBm) are not precluded and can be reported by companies
· UE antenna configuration (Clarification of agreement in RAN 1 #110): 
· antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1), 2 panels (left, right) 
· Other assumptions are not precluded

Agreement
· For the evaluation of both BM-Case1 and BM-Case2, 32 or 64 downlink Tx beams (maximum number of available beams) at NW side. 
· Other values, e.g., 256, etc, are not precluded and can be reported by companies.
· For the evaluation of both BM-Case1 and BM-Case2, 4 or 8 downlink Rx beams (maximum number of available beams) per UE panel at UE side. 
· Other values, e.g., 16, etc, are not precluded and can be reported by companies.

Agreement
· The options to evaluate beam prediction accuracy (%):
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Where K >1 and values can be reported by companies.

Agreement 
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam considers the following options 
· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams

Agreement 
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair considers the following options:
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Option B: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
Agreement
· For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, the set of scenarios/configurations are considered focusing on one or more of the following aspects as a starting point:
· Scenarios
· Various deployment scenarios 
· Various outdoor/indoor UE distributions 
· Various UE mobility 
· Configurations
· Various UE parameters 
· Various gNB settings 
· [Various Set B of beam(pairs)]
· Other aspects of scenarios/configurations are not precluded
· The selected scenarios/configurations for generalization verification may consider the AI model inference node (e.g., @UE or @gNB) and use case (e.g., BM-Case1, or BM-Case2)
· Companies to report the selected scenarios/configurations for generalization verification
· Note: other approaches for achieving good generalization performance for AI/ML-based schemes are not precluded.

Working Assumption
For both BM-Case1 and BM-Case 2, the following table is adopted as working assumption for reporting the evaluation results.

Table X. Evaluation results for [BM-Case1 or BM-Case2] without model generalization for [DL Tx beam prediction or Tx-Rx beam pair prediction or Rx beam prediction]
	
	Company A
	……

	Assumptions
	Number of [beams/beam pairs] in Set A
	
	

	
	Number of [beams/beam pairs] in Set B
	
	

	
	Baseline scheme
	
	

	AI/ML model
input/output
	Model input
	
	

	
	Model output
	
	

	Data Size
	Training
	
	

	
	Testing
	
	

	AI/ML model
	[Short model description]
	
	

	
	Model complexity
	
	

	
	Computational complexity
	
	

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	[KPI A]
	
	

	
	
	[KPI B]
…
	
	

	
	[L1-RSRP Diff]
	[Average L1-RSRP diff]
…
	
	

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead]
	
	

	
	
	[UCI report]
	
	

	
	
	[UPT]
…
	
	


To report the following in table caption: 
· Which side the model is deployed
Further info for the columns:
· Assumptions
· Number of beams/beam pairs in Set A
· Number of beams/beam pairs in Set B
· Baseline scheme, e.g., Option 1 (exhaustive beam sweeping), Option 2(based on measurements of Set B), or baseline described by companies
· Other assumptions can be added later based on agreements
· Model input: input type(s)
· Model output: output type(s), e.g., the best DL Tx and/or Rx beam ID, and/or L1-RSRPs of N beams(pairs) 
· Dataset size, both the size of training/validation dataset and the size of test dataset
· Short model description: e.g., CNN, LSTM
· Model complexity, in terms of “number of model parameters” and/or size (e.g. Mbyte)”, and 
· Computational complexity in terms of FLOPs
· Evaluation results: agreed KPIs, with AI/ML / with baseline scheme (if applicable)
Note: To report other simulation assumptions, if any.

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

Working assumption
· For the evaluation of the overhead for BM-Case1, further study the following two metrics for potential down selection:
· Option A: RS overhead reduction, FFS for potential down selection:
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme 
· Companies report the assumption on beam sweeping
· Option 3: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted 
· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 
· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)
· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)
· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)
· Companies report the assumption on beam sweeping
· Other options can be reported by companies 
· Option B: RS overhead, FFS for potential down selection:
· Option 1: RS OH = N, 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· Option 2: RS OH = N + P 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 
· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)
· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)
· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)
· Companies report the assumption on beam sweeping
· Other options can be reported by companies

Agreement
· At least for BM-Case 2, consider the following assumptions for evaluation
· Periodicity of time instance for each measurement/report in T1:
· 20ms, 40ms, 80ms, [100ms], 160ms, [960ms]
· Other values can be reported by companies.
· Number of time instances for measurement/report in T1 can be reported by companies.
· Time instance(s) for prediction can be reported by companies.


In this contribution, evaluation methodology and KPIs for AI/ML based beam management enhancement are discussed. Simulation results for beam pair and Tx beam prediction are also provided.
2. Discussion
During RAN1#109 e-meeting, it was reached a consensus on two types of sub use cases for beam management, including BM-Case1 and BM-Case2 [2].
Based on the RAN1#110bis e-meeting agreements as following, for BM-Case1, there are two alternatives and for each alternative, DL Tx beam, DL Rx beam and beam pair prediction can be further studied [1]:
	Agreement
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


In this contribution, we will focus on the evaluation of Alt.2 of BM-Case1, i.e., Set B is a subset of Set A. In the evaluation of Alt.2 of BM-Case1, we focus on the DL Tx beam prediction and beam pair prediction.
2.1. [bookmark: _Ref115340215]Simulation Assumptions
Based on the agreements in the previous meetings [1][2], for dataset generation and performance evaluation for AI/ML in beam management, Dense Urban (macro-layer only, TR 38.913) is the basic scenario. According to the simulation assumptions for Dense Urban scenario for SLS, our simulation assumptions are shown in Table 29 in Annex.
In our simulation for beam pair prediction, the number of beam pairs in Set A is 128, which includes 32 gNB DL Tx beams and 4 UE DL Rx beams. The number of beam pairs in Set B is 32, which includes selected 8 gNB DL Tx beams and 4 UE DL Rx beams. During the last meeting, the definition of Top-1 genie-aided Tx-Rx beam pair was discussed, and Option A and Option B were agreed for the definition. In our simulation, we use Option A, i.e., the Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams, to obtain the Top-1 genie-aided Tx-Rx beam pair. 
Proposal 1: For DL Tx-Rx beam pair prediction, Option A is selected for the definition of Top-1 genie-aided Tx beam, i.e., the Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams.
For DL Tx beam prediction, the number of Tx beam in Set A is 32. The number of Tx beam in Set B is 8. The DL Rx beam of UE is fixed with one DL Rx beam selected from 4 DL Rx beams. In our simulation, the second beam of 4 DL Rx beams is selected as specific Rx beam. During the last meeting, the definition of Top-1 genie-aided Tx beam was discussed, and Option A and Option B were agreed for the definition. In our simulation, we use Option B, i.e., the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s), to obtain the Top-1 genie-aided Tx beam. 
Proposal 2: For DL Tx beam prediction, Option B is selected for the definition of Top-1 genie-aided Tx beam, i.e., the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s).
· The specific Rx beam is one DL Rx beam selected from all Rx beams,which specific Rx beam can be reported by the company.
For DL beam pair prediction and DL Tx beam prediction, to determine 8 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern and random pattern in our simulation. The fixed pattern selection is shown in Figure 1 with 8 Tx beams selected from 32Tx beams. For the random pattern, we simulate Opt B and Opt C in the RAN1#110b-e meeting agreement. For Opt B, four fixed patterns are pre-configured as shown in Figure 2. During training and inference, Set B is randomly changed among pre-configured patterns. For Opt C, the 8 gNB DL Tx beams are randomly selected from 32 gNB DL Tx beams. For beam pair prediction, all 4 RX beams are used to receive selected DL Tx beams, and for Tx beam prediction, the second beam of all 4 DL Rx beams is selected as a specific Rx beam is used to receive selected DL Tx beams.


[bookmark: _Ref111216363]Figure 1: Fixed pattern 1 for DL TX beam







 
[bookmark: _Ref118720950][bookmark: _Ref118581671]Figure 2: Pre-configured patterns for DL TX beam

2.2. Model description
In our simulation, we investigate ResNet based AI/ML model. A beam prediction model based on ResNet is shown in Figure 3. The model is composed of a three-layer full connection structure and two Resblocks. In one Resblock, a three-layer convolution structure is used, and residual calculation between the first layer and the last convolution layer is conducted. The structure is repetitive between two Resblocks. The input data is the L1-RSRP (and beam ID) vector. The output data is the Top-N Tx beam ID and Rx beam ID for beam pair predication or Tx beam ID for Tx beam predication.


[bookmark: _Ref111234147]Figure 3: ResNet based Model 

2.3. KPI
To evaluate the performance of AI/ML based beam management, the KPI has been discussed during the previous meetings. Based on the previous meeting agreements, the KPI includes two types, which are beam prediction accuracy related KPIs and system level performance related KPIs. 
In our simulation, we select the following KPIs for beam prediction accuracy:
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”. The value of K is 3.
· Average L1-RSRP difference of Top-1 predicted beam.
Based on the agreements in RAN1#110b-e meeting, for the definition of beam prediction accuracy, we use Top-1 and Top-K/1(%), which is the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam” and the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”. The value of K is 3. The L1-RSRP difference of Top-1 predicted beam is the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam.
Proposal 3: To evaluate the performance of AI/ML in beam management, the definition of beam prediction accuracy tends to Top-1 andTop-K/1(%).The following KPIs can be used for beam prediction accuracy:
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”. The value of K is 3.
· Average L1-RSRP difference of Top-1 predicted beam.
For DL beam pair prediction and DL Tx beam prediction, Option 1 (exhaustive beam sweeping), i.e., exhaustive beam sweeping of Set B for inference is used as the baseline. The model output, i.e., the top-N beam ID, is used for gNB scheduling. Thus, for the KPI of RS overhead for BM-Case1, Option 1 is selected for RS overhead reduction, which is “”. 
We think that RS overhead reduction can intuitively show the reduction of overhead compared with the baseline scheme (exhaustive beam sweeping), which can reflect the KPI of RS overhead. Therefore, we think that only RS overhead reduction is enough.
Proposal 4: For the KPI of RS overhead for BM-Case1, Option 1 is preferred for RS overhead reduction:
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted.

Proposal 5: For the evaluation of the overhead for BM-Case1, RS overhead reduction is enough.
3. Simulation results
We evaluate the beam pair prediction and DL Tx beam prediction using fixed pattern and random pattern. The simulation results are shown for Top-1 accuracy, Top-3/1 accuracy and average Top-1 RSRP difference. Moreover, the generalization performance is investigated.
3.1. Beam pair prediction
In the evaluation of beam pair prediction, we use the fixed pattern in Figure 1 and random pattern of Opt C(Set B is randomly changed among Set A beams pairs) as Set B. The simulation assumption is described in Section 2.2. The simulation results of Top-1 accuracy, Top-3/1 accuracy and average Top-1 RSRP difference are shown in Table 1and Table 2 
[bookmark: _Ref118720864]Table 1: Evaluation results for BM-Case1 without model generalization for Tx-Rx beam pair prediction with fixed pattern
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx beam（beam pair） ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	0.76M

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.9563

	
	
	Top-3/1
	0.9866

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0127

	
	System performance
	RS overhead Reduction (%)
	75%


[bookmark: _Ref115179398]
[bookmark: _Ref118720871]Table 2: Evaluation results for BM-Case1 without model generalization for Tx-Rx beam pair prediction with random pattern
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx beam （beam pair）ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	104k

	
	Computational complexity
	0.76M

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.1289

	
	
	Top-3/1
	0.3954

	
	L1-RSRP Diff
	Average L1-RSRP diff
	11.623

	
	System performance
	RS overhead Reduction (%)
	75%



We also evaluate the random pattern with the additional input of beam ID. The input is random pattern of Opt C(Set B is randomly changed among Set A beams pairs) and beam ID. The simulation results are shown in Table 3. Compared with beam prediction accuracy with random pattern using L1-RSRP input only, additional Beam ID input have significant performance gain.
[bookmark: _Ref118720914]Table 3: Evaluation results for BM-Case1 without model generalization for Tx-Rx beam pair prediction with random pattern and beam ID
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	The best DL Tx and Rx beam(beam pair) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.7004

	
	
	Top-3/1
	0.8700

	
	L1-RSRP Diff
	Average L1-RSRP diff
	1.4075

	
	System performance
	RS overhead Reduction (%)
	75%



For the selection of set B pattern, we evaluated pre-configured patterns shown in Figure 2. The input is random pattern of Opt B(Set B is randomly changed among pre-configured patterns). During training phase, Set B is randomly changed among pre-configured patterns. Similarly, the pattern is also randomly changed during inference phase. The simulation results are shown in Table 4.
[bookmark: _Ref118721029]Table 4: Evaluation results for BM-Case1 without model generalization for Tx-Rx beam pair prediction with pre-configured patterns
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx beam（beam pair） ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	104k

	
	Computational complexity
	0.84M

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.9352

	
	
	Top-3/1
	0.9600

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0223

	
	System performance
	RS overhead Reduction (%)
	75%



Observation 1: For Beam pair prediction, using pre-configured patterns for training and inference, the Top-1 accuracy can be greater than 93%.
Proposal 6: For BM-Case1, random pattern of Opt B, i.e., Set B is randomly changed among pre-configured patterns, can be used to improve beam pair prediction accuracy.
3.2. DL Tx beam prediction
In the evaluation of DL Tx beam prediction, we use fixed pattern 1 in Figure 1 and random pattern of Opt C(Set B is randomly changed among Set A beams). The simulation assumption is described in Section 2.2. The simulation results of Top-1 accuracy, Top-3/1 accuracy and average Top-1 RSRP difference are provided in Table 5 and Table 6.
[bookmark: _Ref115180120]Table 5: Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction with fixed pattern
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.9842

	
	
	Top-3/1
	0.9999

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0202

	
	System performance
	RS overhead Reduction (%)
	75%


[bookmark: _Ref115180123]
Table 6: Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction with random pattern
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams with beam ID

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.1513

	
	
	Top-3/1
	0.4252

	
	L1-RSRP Diff
	Average L1-RSRP diff
	12.7665

	
	System performance
	RS overhead Reduction (%)
	75%



We also evaluate the random pattern with the additional input of beam ID. The input is random pattern of Opt C(Set B is randomly changed among Set A beams pairs) and beam ID.The simulation results are shown in Table 7. Compared with random pattern using L1-RSRP input only, additional Beam ID input have significant performance gain.
[bookmark: _Ref115254790]Table 7: Evaluation results for BM-Case1 without model generalization for Tx beam prediction with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams with beam ID

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.5833

	
	
	Top-3/1
	0.7043

	
	L1-RSRP Diff
	Average L1-RSRP diff
	1.0647

	
	System performance
	RS overhead Reduction (%)
	75%



For the selection of set B pattern, we evaluated pre-configured patterns shown in Figure 2. The input is random pattern of Opt B(Set B is randomly changed among pre-configured patterns). During training phase, Set B is randomly changed among pre-configured patterns. Similarly, it is also randomly changed during inference phase. The simulation results are shown in Table 8.
[bookmark: _Ref118721717]Table 8: Evaluation results for BM-Case1 without model generalization for Tx beam pair prediction with pre-configured patterns
	
	CATT

	Assumptions
	Number of beams/ in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.9723

	
	
	Top-3/1
	0.9999

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0311

	
	System performance
	RS overhead Reduction (%)
	75%



Proposal 7: For Tx beam prediction, random pattern of Opt B, i.e., Set B is randomly changed among pre-configured patterns, can be used to improve beam pair prediction accuracy.
3.3. Generalization
For the study of generalization, we respectively studied the generalization under different Set B, different scenario configurations, different frequencies, different ISD, and different UE distributions.

3.3.1. Different Set B
In the training phase, the size of input set B is 32 beam pairs. In the inference phase, we simulate different sizes of set B as inputs, which are 16, 32 and 64, respectively. 
For 16 beam pairs in Set B, they include selected 4 gNB DL Tx beams and 4 UE DL Rx beams. To determine 4 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern 2 and random pattern in our simulation. The fixed pattern 2 selection is shown inFigure 4. For 32 beam pairs in Set B, they include selected 8 gNB DL Tx beams and 4 UE DL Rx beams. To determine 8 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern 1 and random pattern in our simulation. The fixed pattern 1 selection is shown in Figure 1. For 64 beam pairs in Set B, they include selected 16 gNB DL Tx beams and 4 UE DL Rx beams. To determine 16 gNB DL Tx beams out of 32 gNB DL Tx beams, we use fixed pattern 3 and random pattern in our simulation. The fixed pattern 3 selection is shown in Figure 5.


[bookmark: _Ref115350559]Figure 4: Fixed pattern 2 selection of DL TX beam



[bookmark: _Ref115350645]Figure 5: Fixed pattern 3 selection of DL TX beam
Scenario#1: In the training phase, the sizes of input set B is 32 beam pairs. In theinference phase, we simulate different sizes of set B as input, which are 16, 32 and 64 respectively. The simulation results of accuracy related KPIs using fixed pattern, i.e., training using fixed pattern 1 but inference using fixed pattern 1,2,3, respectively, are shown in Table 9. The simulation results of accuracy related KPIs using random pattern of Opt C(Set B is randomly changed among Set A beams pairs) with beam ID are shown in Table 10.
[bookmark: _Ref118721929]Table 9:Evaluation results for BM-Case1 with different Set B of inference for Tx-Rx beam pair prediction with fixed pattern
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	16
	32
	64

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx beam(beam pair) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Training
	Number of beam pairs in Set B
	32

	Inference
	Number of beam pairs in Set B
	16
	32
	64

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.2761
	0.9563
	0.8414

	
	
	Top-3/1
	0.455000
	0.9993
	0.9710

	
	L1-RSRP Diff
	Average L1-RSRP diff
	12.4924
	0.0323
	4.3980

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118721937]Table 10: Evaluation results for BM-Case1 with different Set B of inference for Tx-Rx beam pair prediction random pattern and beam ID
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	16
	32
	64

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	the best DL Tx and Rx beam(beam pair) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Training
	Number of beam pairs in Set B
	32



	Inference
	Number of beam pairs in Set B
	16
	32
	64

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.4590
	0.7004
	0.7709

	
	
	Top-3/1
	0.7695
	0.8922
	0.9359

	
	L1-RSRP Diff
	Average L1-RSRP diff
	4.2358
	1.4057
	0.1321

	
	System performance
	RS overhead Reduction (%)
	75%



Scenario#2: In the training phase, the sizes of input set B are mixed 16, 32 and 64 beam pairs together. In the inference phase, we simulate different sizes of set B as inputs, which are 16, 32 and 64, respectively. The simulation results of accuracy related KPIs using fixed pattern, i.e., training using fixed pattern 1,2 and 3 together, but inference using fixed pattern 1,2,3, respectively, are shown in Table 11. The simulation results of accuracy related KPIs using random pattern of Opt C(Set B is randomly changed among Set A beams pairs) with beam ID are shown in Table 12.
[bookmark: _Ref118721972]Table 11: Evaluation results for BM-Case1 with mixed Set B for Tx-Rx beam pair prediction with fixed pattern
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	16
	32
	64

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx beam(beam pair) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Training
	Number of beam pairs in Set B
	16，32，64

	Inference
	Number of beam pairs in Set B
	16
	32
	64

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.8560
	0.9419
	0.9469

	
	
	Top-3/1
	0.9771
	0.9977
	0.9990

	
	L1-RSRP Diff
	Average L1-RSRP diff
	1.1749
	0.0835
	0.0108

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118721981]Table 12: Evaluation results for BM-Case1 with mixed Set B for Tx-Rx beam pair prediction with random pattern and beam ID
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	16
	32
	64

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	The best DL Tx and Rx beam(beam pair) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Training
	Number of beam pairs in Set B
	16,32,64

	Inference
	Number of beam pairs in Set B
	16
	32
	64

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.7898
	0.7902
	0.7914

	
	
	Top-3/1
	0.9025
	0.9258
	0.9301

	
	L1-RSRP Diff
	Average L1-RSRP diff
	1.0579
	1.0683
	1.0652

	
	System performance
	RS overhead Reduction (%)
	75%



Observation 2: When AI/ML model is trained and inferenced with different Set B, e.g., the Set B of training is 32 and inference is 16, the Top-1 accuracy is degraded.

3.3.2. Different scenario configurations
For the research on generalization, in addition to the above research, we have studied different scenario configurations. We use different scenario configurations in the training and inference phase to verify the generalization of different scenario configurations.
Scenario#3: In the training phase, input set B is 32 beam pairs in the Uma scenario. In the inference phase, we use the data set of 32 beam pairs in the Uma scenario and Umi scenario respectively. Simultaneously, we also trained the model that input scenario of Set B is Uma scenario and the mixed scenario of Umi and Uma. In the mixed scenario of Umi and Uma model, the training data is 75K for the Uma scenario and 75K for the Umi scenario. The simulation results of accuracy related KPIs using fixed pattern 1 are shown in Table 13. Table 14 shows the simulation results of KPIs related to the accuracy of using random pattern of Opt C(Set B is randomly changed among Set A beams pairs) with beam ID.
Scenario#4: In the training phase, input set B is 8 Tx beam in the Umi scenario. In the inference phase, we use the data set of 8 Tx beam in the Uma scenario and Umi scenario respectively. Simultaneously, we also trained the model that input scenario of Set B is Uma scenario and the mixed scenario of Umi and Uma. In the mixed scenario of Umi and Uma model, the training data is 75K for the Uma scenario and 75K for the Umi scenario.  The simulation results of accuracy related KPIs using fixed pattern 1 are shown in Table 15. Table 16 shows the simulation results of KPIs related to the accuracy of using random pattern of Opt C(Set B is randomly changed among Set A beams pairs) with beam ID.
[bookmark: _Ref118722052]Table 13: Evaluation results for BM-Case1 with different scenario for Tx-Rx beam pair prediction with fixed pattern
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx(beam pair) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	0.76M

	Training
	scenario configurations
	Uma
	Umi
	Umi&Uma
（75K for the Uma and 75K for the Umi）

	Inference
	scenario configurations
	Uma
	Umi
	Uma
	Umi
	Uma
	Umi

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.9560
	0.9491
	0.9657
	0.9698
	0.9662
	0.9649

	
	
	Top-3/1
	0.9877
	0.9638
	0.9599
	0.9839
	0.9798
	0.9854

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0369
	0.0202
	0.0358
	0.2036
	0.0624
	0.0694

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118722072]Table 14: Evaluation results for BM-Case1 with different scenario for Tx-Rx beam pair prediction with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	The best DL Tx and Rx beam(beam pair) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Training
	scenario configurations
	Uma
	Umi
	Umi&Uma
（75K for the Uma and 75K for the Umi）

	Inference
	scenario configurations
	Uma
	Umi
	Uma
	Umi
	Uma
	Umi

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.7960
	0.7419
	0.7211
	0.7899
	0.7881
	0.7862

	
	
	Top-3/1
	0.9622
	0.9510
	0.9611
	0.9745
	0.9877
	0.9796

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.2568
	1.0021
	1.0611
	0.5041
	0.0695
	0.0599

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118722111]Table 15: Evaluation results for BM-Case1 with different scenario for Tx beamr prediction with fixed pattern
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Training
	scenario configurations
	Uma
	Umi
	Umi&Uma
（75K for the Uma and 75K for the Umi）

	Inference
	scenario configurations
	Uma
	Umi
	Uma
	Umi
	Uma
	Umi

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.9596
	0.9428
	0.9336
	0.9522
	0.9495
	0.9468

	
	
	Top-3/1
	0.9989
	0.9599
	0.9964
	0.9867
	0.9851
	0.9963

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0225
	0.4415
	0.0859
	0.0358
	0.0562
	0.4019

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118722118]Table 16: Evaluation results for BM-Case1 with different scenario for Tx beam prediction with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams with beam ID

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Training
	scenario configurations
	Uma
	Umi
	Umi&Uma
（75K for the Uma and 75K for the Umi）

	Inference
	scenario configurations
	Uma
	Umi
	Uma
	Umi
	Uma
	Umi

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.5421
	0.5193
	0.5429
	0.5354
	0.5514
	0.5329

	
	
	Top-3/1
	0.7221
	0.7200
	0.7336
	0.7602
	0.7501
	0.7421

	
	L1-RSRP Diff
	Average L1-RSRP diff
	4.0623
	3.8288
	3.5145
	3.3595
	3.5646
	3.1464

	
	System performance
	RS overhead Reduction (%)
	75%



Observation 3: When AI/ML model is trained and inferenced with different scenario configurations, e.g., the Set B of training is Uma and inference is Umi, the Top-1 accuracy can be comparable.

3.3.3. Different UE distributions
We also evaluated the generalization of AI/ML models across scenarios with different indoor and outdoor UE distributions, including the proportion of indoor UEs, 0%, 50% and 80%.
Scenario#5: In the training phase, the proportion of indoor UE is 0. In the inference phase, we use the data sets of 32 beam pairs in three configurations, 0%, 50% and 80% indoor UE. In addition, we also trained the models with the UE distribution of Set B is 50% and 80%.The simulation results of accuracy related KPIs using fixed pattern are shown in Table 17, where fixed pattern 1 is used for training. Table 18 shows the simulation results of KPIs related to the accuracy of using random pattern of Opt C(Set B is randomly changed among Set A beams pairs) with beam ID.
Scenario#6: In the training phase, the proportion of indoor UE in scenario1 is 0%. In the inference phase, we use the data sets of 8 Tx beam in three configurations, 0%, 50% and 80% indoor UE. In addition, we also trained the models with the UE distribution of Set B is 50% and 80%..The simulation results of accuracy related KPIs using fixed pattern are shown in Table 19 ,where fixed pattern 1 is used for training. Table 20 shows the simulation results of KPIs related to the accuracy of using random pattern of Opt C(Set B is randomly changed among Set A beams pairs)with beam ID.
[bookmark: _Ref118722127]Table 17: Evaluation results for BM-Case1 with different UE distributions for Tx-Rx beam pair prediction with fixed pattern
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx (beam pair)ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	0.76M

	Training
	UE distributions
	0
	0.5
	0.8

	Inference
	UE distributions
	0
	0.5
	0.8
	0
	0.5
	0.8
	0
	0.5
	0.8

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.9445
	0.9435
	0.9374
	0.9432
	0.9438
	0.9375
	0.9370
	0.9353
	0.9387

	
	
	Top-3/1
	0.9989
	0.9986
	0.9980
	0.9989
	0.9984
	0.9979
	0.9982
	0.9981
	0.9981

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118722135]Table 18: Evaluation results for BM-Case1 with different UE distributions for Tx-Rx beam pair prediction with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	The best DL Tx and Rx beam (beam pair)ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Training
	UE distributions
	0
	0.5
	0.8

	Inference
	UE distributions
	0
	0.5
	0.8
	0
	0.5
	0.8
	0
	0.5
	0.8

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.6712
	0.6680
	0.6677
	0.6501
	0.6515
	0.6501
	0.5768
	0.5804
	0.5791

	
	
	Top-3/1
	0.9446
	0.9464
	0.9462
	0.9382
	0.9376
	0.9377
	0.8794
	0.8811
	0.8796

	
	L1-RSRP Diff
	Average L1-RSRP diff
	1.0876
	1.0588
	1.0742
	1.2980
	1.3050
	1.3132
	2.7632
	2.7284
	2.7445

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118722150]Table 19: Evaluation results for BM-Case1 with different UE distributions for Tx beam predictions with fixed pattern
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Training
	UE distributions
	0
	0.5
	0.8

	Inference
	UE distributions
	0
	0.5
	0.8
	0
	0.5
	0.8
	0
	0.5
	0.8

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.9801
	0.9800
	0.9807
	0.9795
	0.9800
	0.9817
	0.9796
	0.9789
	0.9819

	
	
	Top-3/1
	0.9999
	0.9999
	0.9999
	0.9999
	0.9999
	0.9999
	0.9999
	0.9999
	0.9999

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002
	0.0002

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118722206]Table 20: Evaluation results for BM-Case1 with different UE distributions for Tx beam predictions with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams with beam ID

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Training
	UE distributions
	0
	0.5
	0.8

	Inference
	UE distributions
	0
	0.5
	0.8
	0
	0.5
	0.8
	0
	0.5
	0.8

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.7166
	0.7179
	0.7195
	0.7225
	0.7187
	0.7181
	0.5828
	0.5790
	0.5795

	
	
	Top-3/1
	0.9283
	0.9274
	0.9287
	0.9284
	0.9271
	0.9288
	0.8606
	0.8593
	0.8592

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0558
	0.0569
	0.0558
	0.0602
	0.0589
	0.0604
	3.4826
	3.5442
	3.5321

	
	System performance
	RS overhead Reduction (%)
	75%



Observation 4: When AI/ML model is trained and inferenced with different UE distributions, e.g., the Set B of training of UE distributions is 0% and inference is 50%, the Top-1 accuracy can be comparable.

3.3.4. Different carrier frequency
We evaluated the generalization under different carrier frequency models, including 20G and 30G.
Scenario#7: In the training phase, the Set B of carrier frequency is 20G. In the inference phase, we use the data sets of 32 beam pairs in two configurations, carrier frequency 20G and 30G. In addition, we also trained the models with the carrier frequency of Set B is 30G,and also use 20G and 30G for inference. The simulation results of accuracy related KPIs using fixed pattern are shown in Table 21, where fixed pattern 1 is used for training. Table 22 shows the simulation results of KPIs related to the accuracy of using random pattern of Opt C(Set B is randomly changed among Set A beams pairs)  with beam ID.
Scenario#8: In the training phase, the Set B of carrier frequency is 20G. In the inference phase, we use the data sets of 8 Tx beam in two configurations, carrier frequency 20G and 30G. In addition, we also trained the models with the carrier frequency of Set B is 30G, and also use 20G and 30G for inference. The simulation results of accuracy related KPIs using fixed pattern are shown in Table 23, where fixed pattern 1 is used for training. Table 24 shows the simulation results of KPIs related to the accuracy of using random pattern of Opt C(Set B is randomly changed among Set A beams pairs)  with beam ID.
[bookmark: _Ref118722212]Table 21: Evaluation results for BM-Case1 with different carrier frequency for Tx-Rx beam pair predictions with fixed pattern
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx (beam pair)ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	0.76M

	Training
	different carrier frequency
	20G
	30G

	Inference
	different carrier frequency
	20G
	30G
	20G
	30G

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.9220
	0.9159
	0.9026
	0.9562

	
	
	Top-3/1
	0.9962
	0.9899
	0.9782
	0.9863

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.4590
	0.0358
	0.0182
	0.0201

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118722223]Table 22: Evaluation results for BM-Case1 with different carrier frequency for Tx-Rx beam pair predictions with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	The best DL Tx and Rx beam(beam pair)ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Training
	different carrier frequency
	20G
	30G

	Inference
	different carrier frequency
	20G
	30G
	20G
	30G

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.6425
	0.6430
	0.5834
	0.5981

	
	
	Top-3/1
	0.9335
	0.9321
	0.8756
	0.8916

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0239
	0.0231
	0.0870
	0.0752

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118723338]Table 23: Evaluation results for BM-Case1 with different carrier frequency for Tx beam predictions with fixed pattern
	
	CATT

	Assumptions
	Number of [beams/beam pairs] in Set A
	32

	
	Number of [beams/beam pairs] in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Training
	different carrier frequency
	20G
	30G

	Inference
	different carrier frequency
	20G
	30G
	20G
	30G

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.9335
	0.9301
	0.9063
	0.9406

	
	
	Top-3/1
	0.9997
	0.9710
	0.9795
	0.9993

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0529
	0.0326
	0.1801
	0.0579

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118723347]Table 24Evaluation results for BM-Case1 with different carrier frequency for Tx beam predictions with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beams with beam ID

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Training
	different carrier frequency
	20G
	30G

	Inference
	different carrier frequency
	20G
	30G
	20G
	30G

	Evaluation results

	Beam prediction accuracy (%)
	Top-1
	0.5658
	0.5375
	0.5176
	0.5857

	
	
	Top-3/1
	0.8726
	0.8529
	0.8752
	0.8760

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0460
	0.1240
	0.0237
	0.0586

	
	System performance
	RS overhead Reduction (%)
	75%



Observation 5: When AI/ML model is trained and inferenced with different carrier frequency, e.g., the Set B of training is 20G and inference is 30G, the Top-1 accuracy can be comparable.

3.3.5. Different ISD
In the previous simulation settings, the ISD is 200. To verify the impact of different ISD on model generalization, we simulated the model generalization under different ISD, including ISD =200 and ISD =500.
Scenario#9: In the training phase, dataset of 32 beam pairs is generated with ISD 200m. In the inference phase, we use the data sets of 32 beam pairs but ISD is different, 200m and 500m respectively. And in the training phase, input set B still uses the ISD is 500.The simulation results of accuracy related KPIs using fixed pattern are shown in Table 25 , where fixed pattern 1 is used for training. Table 26 shows the simulation results of KPIs related to the accuracy of using random pattern of Opt C(Set B is randomly changed among Set A beams pairs)  with beam ID.
Scenario#10: In the training phase, dataset of 32 beam pairs is generated with ISD 200m. In the inference phase, we use the data sets of 32 beam pairs but ISD is different, 200m and 500m respectively. And in the training phase, input set B still uses the ISD is 500.The simulation results of accuracy related KPIs using fixed pattern are shown in Table 27, where fixed pattern 1 is used for training. Table 28 shows the simulation results of KPIs related to the accuracy of using random pattern of Opt C(Set B is randomly changed among Set A beams pairs)  with beam ID.
[bookmark: _Ref118723561]Table 25: Evaluation results for BM-Case1 with different ISD for Tx-Rx beam pair predictions with fixed pattern
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs

	
	Model output
	The best DL Tx and Rx beam(beam pairs) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	0.76M

	Training
	different ISD
	200
	500

	Inference
	different ISD
	200
	500
	200
	500

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.9147
	0.9022
	0.9035
	0.9198

	
	
	Top-3/1
	0.9969
	0.9946
	0.9939
	0.9973

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0003
	0.0005
	0.0005
	0.0003

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118723573]Table 26: Evaluation results for BM-Case1 with different ISD for Tx-Rx beam pair predictions with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beam pairs in Set A
	128

	
	Number of beam pairs in Set B
	32

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	The best DL Tx and Rx beam(beam pairs) ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	206k

	
	Computational complexity
	2.84M

	Training
	different ISD
	200
	500

	Inference
	different ISD
	200
	500
	200
	500

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.6135
	0.6219
	0.6029
	0.6194

	
	
	Top-3/1
	0.8791
	0.9001
	0.8954
	0.9165

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0468
	0.0502
	0.0479
	0.0391

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118723688]Table 27: Evaluation results for BM-Case1 with different ISD for Tx beam predictions with fixed pattern
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Training
	different ISD
	200
	500

	Inference
	different ISD
	200
	500
	200
	500

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.9814
	0.9810
	0.9806
	0.9802

	
	
	Top-3/1
	0.9999
	0.9998
	0.9998
	0.9998

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0002
	0.0002
	0.0002
	0.0002

	
	System performance
	RS overhead Reduction (%)
	75%



[bookmark: _Ref118723703]Table 28: Evaluation results for BM-Case1 with different ISD for Tx beam predictions with random pattern with beam ID
	
	CATT

	Assumptions
	Number of beams in Set A
	32

	
	Number of beams in Set B
	8

	
	Baseline scheme
	Option 1 (exhaustive beam sweeping)

	AI/ML model
input/output
	Model input
	RSRP of beam pairs with beam ID

	
	Model output
	The best DL Tx beam ID

	Data Size
	Training
	150,000

	
	Testing
	40,000

	AI/ML model
	Short model description
	ResNet based

	
	Model complexity
	103k

	
	Computational complexity
	0.78M

	Training
	different ISD
	200
	500

	Inference
	different ISD
	200
	500
	200
	500

	Evaluation results
	Beam prediction accuracy (%)
	Top-1
	0.7109
	0.7086
	0.7063
	0.7095

	
	
	Top-3/1
	0.9302
	0.9201
	0.9211
	0.9300

	
	L1-RSRP Diff
	Average L1-RSRP diff
	0.0439
	0.0573
	0.1287
	0.0582

	
	System performance
	RS overhead Reduction (%)
	75%



Observation 6: When AI/ML model is trained and inferenced with different ISD, e.g., the Set B of training of ISD is 200 and inference is 500, the Top-1 accuracy can be comparable.
Proposal 8: For the study of generalization, we should focus on the influence of different patterns or different Set B for generalization.

4. Conclusions
In this contribution, the simulation results for Alt.2 of BM-Case1 are given and discussed. The observations and proposals are summarized as follows:
Observation 1: For Beam pair prediction, using pre-configured patterns for training and inference, the Top-1 accuracy can be greater than 93%.
Observation 2: When AI/ML model is trained and inferenced with different Set B, e.g., the Set B of training is 32 and inference is 16, the Top-1 accuracy is degraded.
Observation 3: When AI/ML model is trained and inferenced with different scenario configurations, e.g., the Set B of training is Uma and inference is Umi, the Top-1 accuracy can be comparable.
Observation 4: When AI/ML model is trained and inferenced with different UE distributions, e.g., the Set B of training of UE distributions is 0% and inference is 50%, the Top-1 accuracy can be comparable.
Observation 5: When AI/ML model is trained and inferenced with different carrier frequency, e.g., the Set B of training is 20G and inference is 30G, the Top-1 accuracy can be comparable.
Observation 6: When AI/ML model is trained and inferenced with different ISD, e.g., the Set B of training of ISD is 200 and inference is 500, the Top-1 accuracy can be comparable.

Proposal 1: For DL Tx-Rx beam pair prediction, Option A is selected for the definition of Top-1 genie-aided Tx beam, i.e., the Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams.
Proposal 2: For DL Tx beam prediction, Option B is selected for the definition of Top-1 genie-aided Tx beam, i.e., the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s).
· The specific Rx beam is one DL Rx beam selected from all Rx beams,which specific Rx beam can be reported by the company.
Proposal 3: To evaluate the performance of AI/ML in beam management, the definition of beam prediction accuracy tends to Top-1 andTop-K/1(%).The following KPIs can be used for beam prediction accuracy:
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”. The value of K is 3.
· Average L1-RSRP difference of Top-1 predicted beam.
Proposal 4: For the KPI of RS overhead for BM-Case1, Option 1 is preferred for RS overhead reduction:
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted.
Proposal 5: For the evaluation of the overhead for BM-Case1, RS overhead reduction is enough.
Proposal 6: For BM-Case1, random pattern of Opt B, i.e., Set B is randomly changed among pre-configured patterns, can be used to improve beam pair prediction accuracy.
Proposal 7: For Tx beam prediction, random pattern of Opt B, i.e., Set B is randomly changed among pre-configured patterns, can be used to improve beam pair prediction accuracy.

Proposal 8: For the study of generalization, we should focus on the influence of different patterns or different Set B for generalization.
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[bookmark: _Ref111217415]Table 29: Simulation assumptions for Dense Urban scenario for Alt.2 of BM-Case1
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz SCS: 120 kHz

	Deployment
	200m ISD, 2-tier model with wrap-around (19 sites, 3 sectors/cells per site)

	Channel model
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	3km/h

	UE distribution
	10 UEs per sector/cell for full buffer traffic
80% indoor ,20% outdoor as in TR 38.901

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	BF scheme
	DFT codebook

	BS Tx Power
	40 dBm

	Maximum UE Tx Power
	23 dBm

	UE receiver Noise Figure
	10 dB

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB
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