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Introduction
In RAN1 #110b, the following agreements on enhancement of AI/ML based positioning have been achieved.
	Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded


Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data





In this contribution, we provide some discussion on enhancement of AI/ML based positioning.
Discussion
In RAN1 #110b, the following cases for ML based positioning were agreed. 
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


 
The further study on the spec impact could be based on whether the ML model is in UE side or NW side in general. However, with regard to the workload, it is necessary to prioritize some use cases for further study. For ML based positioning, direct ML based positioning could be more beneficial than indirect ML based positioning, as direct ML based positioning does not require any additional post processing so that the complexity could be smaller than indirect ML based positioning. Therefore, we recommend prioritizing the cases for direct ML based positioning, i.e., case 1, case 2b and case 3b.
Proposal 1: Prioritize Case 1/2b/3b for further study.
UE-side ML-based positioning 
For UE side ML-based positioning, the UE can measure PRS from a set of TRPs, and use the measured results as the input for ML. The UE can use the positioning results from some other techniques, e.g., GPS/WiFi, or fallback to use non-ML based positioning for model monitoring. Therefore, it is unnecessary for the UE to receive any ground truth labels from the NW. Thus, no additional procedure for the data collection for UE-side ML-based positioning is needed and the model monitoring for UE-side ML-based positioning should be transparent.
The potential spec impact for UE-side ML based positioning should be the potential coverage enhancement for PRS. The UE needs to measure the PRS from multiple TRPs, and the RSRP from the PRS from some TRPs may be too small, which could cause inaccurate CIR/PDP measurement so as to cause performance degradation of ML-based positioning. Therefore, it is necessary to study coverage enhancement on PRS.
Proposal 2: The model monitoring for UE-side ML-based positioning should be transparent.
Proposal 3: Study coverage enhancement for PRS to improve the measurement accuracy for CIR/PDP, which could be used as the input of ML based positioning. 
NW-side ML-based positioning
For NW-side ML-based positioning, the UE can measure PRS from a set of TRPs and report the CIR/PDP to the network. Then the potential spec impact could be how to quantize and report the CIR. Similar to CSI feedback, the CIR can be quantized based on some SD-basis and TD-basis. To further reduce the report overhead, the TD-basis can be based on DCT vector instead of DFT vector.
On model monitoring, the UE location should be UE’s private information. Therefore, the network should not require the UE to disclose the UE’s location. Instead, the model monitoring can be performed based on non-ML based positioning or based on the past positioning results – a UE’s location should not change too quickly within a certain time. Abrupt position change could result from inaccurate positioning prediction. Therefore, the model monitoring for NW-side ML-based positioning should be transparent.
Proposal 4: Study aspects on CIR measurement and report
Proposal 5: The model monitoring for NW-side ML-based positioning should be transparent.

Conclusion
In this contribution, we provided discussion on enhancement of AI/ML based positioning. Based on the discussion, the following proposals have been achieved.
Proposal 1: Prioritize Case 1/2b/3b for further study.
Proposal 2: The model monitoring for UE-side ML-based positioning should be transparent.
Proposal 3: Study coverage enhancement for PRS to improve the measurement accuracy for CIR/PDP, which could be used as the input of ML based positioning. 
Proposal 4: Study aspects on CIR measurement and report
Proposal 5: The model monitoring for NW-side ML-based positioning should be transparent.

