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Introduction
In previous RAN #110 and #110bis e-meeting, we observe that sub use case categorization has been done preliminary, and the related input and output requirements were also discussed in the other discussion topic 9.2.4.1 with corresponding evaluation results. On the other hand, the specification impacts for model training, model identification, model inference and model monitoring are still under tense discussion, for some of the topics, there were long and tedious discussions, and no clear solutions were accepted by all companies so far. In this contribution, we share our views on the potential specification impacts of model training, data collection and model monitoring for AIML positioning accuracy enhancement. For other topics, we prefer to have further discussion on both RAN1 and RAN2 meeting. 
Sub use cases
In the previous meetings, the following agreements [2] were made on the sub use cases selection：
	Agreement
For AI/ML-based positioning, both approaches below are studied and evaluated by RAN1:
· Direct AI/ML positioning
· AI/ML assisted positioning

Agreement
For the model input used in evaluations of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 
· Note: CIR and PDP may have different dimensions. 
· Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.

Agreement
For evaluation of AI/ML assisted positioning, the following intermediate performance metrics are used:
· LOS classification accuracy, if the model output includes LOS/NLOS indicator of hard values, where the LOS/NLOS indicator is generated for a link between UE and TRP;
· Timing estimation accuracy (expressed in meters), if the model output includes timing estimation (e.g., ToA, RSTD).
· Angle estimation accuracy (in degrees), if the model output includes angle estimation (e.g., AoA, AoD).
· Companies provide info on how LOS classification accuracy and timing/angle estimation accuracy are estimated, if the ML output is a soft value that represents a probability distribution (e.g., probability of LOS, probability of timing, probability of angle, mean and variance of timing/angle, etc.)

Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



It can be observed that the sub use cases study has been quite sufficient, companies have gone through almost all the possibilities for both the direct and indirect AI/ML positioning. Therefore, we believe the selected use cases are ready for the final selection and determination in the future RAN #98 plenary meeting.
Observation 1: The sub use cases study are sufficient after several rounds’ discussions.
Proposal 1: The current selected use cases are ready for the final selection and determination in the future RAN #98 plenary meeting.

Potential Specification Impact
The agreements [2] made in the last meeting for specification impacts can be found below:
	Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/] scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signaling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signaling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data



It can be observed from the above agreements that, the major aspects of specification impacts are model monitoring, data collection/model monitoring and model indication. There are also some other aspects being discussed such as model inference and model transfer. However, the model transfer part was agreed to wait until the final output from general aspects topic 9.2.1, and the model inference part was not agreed on the channel measurement reporting issues.
The first agreed three major aspects with specification impacts (model monitoring/data collection, model monitoring and model identification) are all within the model lifecycle management framework. According to the SID [1] and multiple discussions in both RAN1 and RAN2, there may be a general lifecycle management system served for all the models in which the function across RAN1 and RAN2. In our contribution, we would like to focus on what kind of assistance signaling and information are needed for the positioning use case only without considering the general LCM framework.
Based on the online/offline discussion from multiple companies, as well as the simulation results from different sources, we have the following observations on the inherent characteristics of AIML positioning. 
Observation 2: For the model training of AIML positioning, the major bottleneck is how to obtain the ground truth labels (for both direct and indirect positioning methods) and collect sufficient data with qualified quantity and quality.
Observation 3: For the model monitoring of AIML direct positioning, the major bottleneck is how to find a decent metrics to gauge the drifts from the ground truth location labels and the predicted values. 
Observation 4: For the model monitoring of AI/ML assisted positioning, the major bottleneck is to establish a correct relationship or connection between the intermediate output values and the final UE locations.
Observation 5: For the model identification of AIML assisted positioning, the major bottleneck is to establish the association between the designated dataset or environments with the corresponding trained AI/ML models, which may require capabilities exchange between the network (including gNB and LMF) and the UE.
After figuring out the bottlenecks of the above-mentioned LCM functions, it is possible to have further analysis and discussions on each of them.

3.1 Data collection and model training
The discussion of online/offline training is temporarily deferred due to the ambiguity of the definition, boundary and the implementation details and pending for the output of 9.2.1. 
	Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.



No matter online or offline training, the issues which AI/ML positioning faces the most are:
1) Difficulties on obtaining the exactly accurate ground truth labels or even noisy labels.
2) Due to the severe generalization issues, AI/ML models may need to be fine-tuned or re-trained frequently under different scenarios, and the dataset required may be different in some dimensions for every training session.
Thus, in order to fix the issues mentioned above, the specification impacts can be noticed as:
1) Multiple entities (including UE/PRU/LMF etc.) may have the ability to provide the ground truth under certain circumstances, assistance signaling need to be transferred among different network entities for carrying the following information:
A. The staring/ending of the ground truth collection.
B. The required accuracy/certainty of the ground truth.
C. The condition/circumstance for which the ground truth is valid.
D. The ground truth labels.
E. Others.
2) Multiple entities (including UE/gNB/PRU etc.) can make the channel measurements and report the measurements’ results as the AI/ML model input data, the measurement and report themselves are already configured in the current specification, however, there should be additional information to support the following:
A. Enhanced measurement and reporting.
B. Configurations from the network entities on the details of the channel measurement and reporting, including reference signal, data size and quality requirements and so on.
It is noted that the details for the above-mentioned assistance information or signaling transmission may be different for each sub use cases with different model locations, positioning function locations and positioning methods, thus it is necessary to have a specific study on each of the sub use cases.
Please notice that the data collection procedure is also important for model inference, model monitoring and other LCM functions, the framework can be partly shared with model training. We believe model training is a decent starting point for data collection procedures.
Proposal 2: Study the assistance signaling or information necessary for the ground truth obtaining and input data collection configuration for each AI/ML positioning sub use cases.

3.2 Model monitoring
Model monitoring is easy from the definition of 9.2.1, the network or UE just needs to compare the AI/ML output, or the calculated final results based on AI/ML output with the ground truth labels and deduce the drifts between them, in this case, the entities where the AI/ML model deploys can do the model monitoring by themselves and the specification impact will be limited. 
However, unlike CSI feedback or beam management, the ground truth labels can be obtained by conventional methods when the cost is ignored. AI/ML positioning cannot get the exact accurate UE locations by any of the conventional methods, even impossible by non-3GPP ways such as GNSS or LIDAR. Therefore, in order to monitor or judge the validity and accuracy of the AI/ML model for positioning, additional signaling or information has to be transmitted to support the alternative ways for model monitoring.
The monitoring mechanism may be different for AI/ML direct and assisted methods. The input and output of the model is the channel measurement or estimation and the UE location, therefore the only way possible to monitor the model is the associated applicable information with the model itself, this information may include the model training information, environmental information and/or other UE capabilities such as the velocity. When one network entity detects the changes of these information and the model is not deployed in the same entity, the specification impact for informing the other side via the air interface is necessary.
For the AI/ML assisted method, there are multiple intermediate output deduced by the models, such as LOS/NLOS indicator (original or enhanced), estimated TOA/RSTD or angles. The relationship between the intermediate output and the final UE locations can be used for model monitoring as well, e.g., the different LOS/NLOS indicator cannot be used to calculate the final UE location directly, but some connections can be established between the indicator and some other physical measurement values.
Proposal 3: For the model monitoring of the AI/ML positioning, it is suggested to have specific study on direct and assisted positioning methods.
Proposal 4: For direct AI/ML positioning, the model associated information is worthy of study, while for assisted AI/ML positioning, the connections between the intermediate output and the model input/output may be used to support the model monitoring. 

3.3 Model identification
Model identification is a common lifecycle management function which can be utilized together with model monitoring, model switching and model selection. From the original definition, model identification is a normal process which only requires a simple identity (e.g., model ID) associated with each model to be transmitted from one entity to another if the model monitoring, switching or selection cannot be finished within the entity where AI/ML model is deployed. However, the details of ID design and report/ transmission request additional information or signaling via air interfaces with certain specification impacts.
From our point of view, the model ID (or similar conceptions) needs the cross-function design of at least RAN1 and RAN2, the realization of use case independent features and part of the use case specific features can only be finished by RAN2. The situation for AI/ML positioning is more unique, most use case specific features also involve the effort of higher-layers due to the fact that both LPP and NRPPa are beyond RAN1 scope. Figure 1 shows the rough structure of the function split.
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Figure 1 The function split for model identification

Therefore, when we discuss the model identification part in this contribution, we prefer to confine the scope to the functions to be done within RAN1 or requires direct collaboration between RAN1 and RAN2, whilst anyway we would like to draw the following observation and proposal first.
Observation 6: To realize the entire function of model identification in the lifecycle management framework, efforts from both RAN1 and RAN2 are necessary, especially, for AI/ML positioning.
Proposal 5: Study the function distribution between RAN1 and RAN2 for AI/ML model identification, AI/ML positioning may be a good starting use case.
From the observations, it is obvious that the model identification comprises two aspects:
1) The essential and optional properties to form the model identities.
a) General properties.
b) Use case (e.g., positioning) specific properties.
2) The transmission of such properties associated with the model identities. 
For the first part, we focus on the positioning-specific properties which are crucial for a uniquely identified model. Three major aspects need to be considered for it.
1) Conditions for which the AI/ML models apply, according to the evaluation results for model generalization discussed in 9.2.4.1.
2) QoS classification defined for different scenarios, environments, or specific applications.
3) Model capabilities, e.g., the storage required, the necessary time interval for model inference, model updating or model re-training.
And for the second part, the major concern is the overhead needed to transfer such model properties together with model identities, additional signal or information for overhead saving is worthy of study.
Proposal 6: Study the essential properties of how model identity is formed and how these properties be obtained in the network.
Proposal 7: Study the efficient way for transmitting the properties of model identity considering different purposes such as model monitoring, model switching or model selection.

Conclusion
Observation 1: The sub use cases study are sufficient after several rounds’ discussions.
Proposal 1: The current selected use cases are ready for the final selection and determination in the future RAN #98 plenary meeting.
Observation 2: For the model training of AIML positioning, the major bottleneck is how to obtain the ground truth labels (for both direct and indirect positioning methods) and collect sufficient data with qualified quantity and quality.
Observation 3: For the model monitoring of AIML direct positioning, the major bottleneck is how to find a decent metrics to gauge the drifts from the ground truth location labels and the predicted values. 
Observation 4: For the model monitoring of AI/ML assisted positioning, the major bottleneck is to establish a correct relationship or connection between the intermediate output values and the final UE locations.
Observation 5: For the model identification of AIML assisted positioning, the major bottleneck is to establish the association between the designated dataset or environments with the corresponding trained AI/ML models, which may require capabilities exchange between the network (including gNB and LMF) and the UE.
Proposal 2: Study the assistance signaling or information necessary for the ground truth obtaining and input data collection configuration for each AI/ML positioning sub use cases.
Proposal 3: For the model monitoring of the AI/ML positioning, it is suggested to have specific study on direct and assisted positioning methods.
Proposal 4: For direct AI/ML positioning, the model associated information is worthy of study, while for assisted AI/ML positioning, the connections between the intermediate output and the model input/output may be used to support the model monitoring. 
Observation 6: To realize the entire function of model identification in the lifecycle management framework, efforts from both RAN1 and RAN2 are necessary, especially, for AI/ML positioning.
Proposal 5: Study the function distribution between RAN1 and RAN2 for AI/ML model identification, AI/ML positioning may be a good starting use case.
Proposal 6: Study the essential properties of how model identity is formed and how these properties be obtained in the network.
Proposal 7: Study the efficient way for transmitting the properties of model identity considering different purposes such as model monitoring, model switching or model selection.
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