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Introduction
In RAN1#110b meeting, the following agreements [1] have been achieved about sub use cases and specification impacts on AI/ML for beam management.
	Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2
Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.


This contribution presents our views on AI/ML for DL beam prediction and the potential specification impacts.
Discussion on sub use case 
Discussion on input of AI/ML model 
In RAN1#109 meeting, the following conclusion on input of AI/ML model has been achieved as follows.
	RAN1#109-e
Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· [bookmark: OLE_LINK35][bookmark: OLE_LINK34]Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


And in RAN1-110b meeting, there are a lot of discussions for input of AI/ML model, but no consensus has been achieved. Here, we present our views on the input of AI/ML model.
For Alt.1, the discussions among companies show the different understandings on whether “Only L1-RSRP measurement based on Set B” implicitly include beam IDs or not. From our understanding, it depends on the selection of Set B. For the Set B constructed by fixed or a set of pre-configured patterns, the beam IDs are implicitly included in the input tensors of AI/ML model, e.g., the index of tensor. For the case that the Set B is randomly changed from Set A, the input of AI/ML model may not include the beam IDs.
Observation 1: For Alt. 1, the beam IDs are implicitly included with the measured L1-RSRPs on Set B constructed by fixed or a set of pre-configured patterns, and may not be included with the measured L1-RSRP on Set B randomly selected from Set A.
However, for the Set B randomly selected from Set A, the performance is poor and may be unacceptable for the measured L1-RSRPs only as the input of AI/ML model according to the evaluation results from some companies. If the measured L1-RSRPs with beam IDs are the input to AI/ML model, the performance is improved a lot. In this case, the beam IDs may be one of necessary inputs for AI/ML model when Set B is randomly selected from Set A.
On the other hand, for the fixed or predefined Set B, the gain of AI/ML model with measured L1-RSRPs and implicit beam IDs is obvious according to the evaluation results.
With above analysis, the measured L1-RSRPs on Set B and corresponding beam IDs can be baseline when studying the input of AI/ML model.  
Proposal 1: Regarding the sub use case BM-Case1, the measured L1-RSRPs on Set B and corresponding Tx and/or Rx beam IDs are suggested as baseline for the study of AI/ML input.
For Alt. 2, many candidates are listed as possible assistance information. When one or serval assistance information other than beam IDs is selected as the input of AI/ML model, the additional performance gains are necessary to be observed through the evaluation. On the other hand, it should be studied that whether such assistance information discloses the proprietary information about the products. In this case, the assistance information is suggested to be optional input of AI/ML model.
Proposal 2: Regarding the sub use case BM-Case1, if one assistance information other than beam IDs is supported as input of AI/ML model, it’s suggested to further investigate 
· Additional performance gains
· The proprietary issue
Proposal 3: Regarding the sub use case BM-Case1, it is suggested that the assistance information other than beam ID is optional input of AI/ML model.
Discussion on output of AI/ML model 
In RAN1-110 meeting, the following agreement has been achieved as follows
	RAN1#110
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output



In RAN1-110b meeting, no consensus was achieved on the output of AI/ML model. Here, we present our views on the output of AI/ML model.
From our understanding, for NW-side model, the output of AI/ML model is utilized in NW side internally and it’s not necessary to study the output of AI/ML model since there is no specification impact. However, for the UE-side model, the output of AI/ML model may be reported to NW through UCI for further processing. In this case, it needs to study the output of AI/ML model since there may be specification impacts.
Observation 3: The NW-side model does not need to study the output of AI/ML model since there are no specification impacts. 
Generally, two types of AI/ML models can be used for spatial-domain DL beam prediction and their outputs are different.
· Classification model: output the probability of predict beam is the best beam
· Regression model: output the predicted L1-RSRP for each beam
When the alternatives of AI/ML model output are down-selected, it is recommended to consider both types of AI/ML models. In this case, both the confidence probability of the predict beam and predicted L1-RSRP can be one of the outputs of AI/ML model.
For other information (e.g. beam application time/dwelling time, predicted beam failure, beam angles), it is recommended to treat them as optional outputs since it needs more time to discuss and clarify them. 
Proposal 4: Regarding the sub use case BM-Case1 and BM-Case2, the following outputs of UE-side model are suggested as baseline:
· Tx and/or Rx Beam ID(s) 
· The predicted L1-RSRP or associated confidence of the N predicted DL Tx and/or Rx beams
Potential specification impacts
Discussion on UE behavior of beam reporting
For legacy beam reporting, gNB configures the RSs resource set and transmits them through different Tx beams. UE will measure the quality of RSs and feedback the measurement results to gNB. Which beams will be reported is an implementation issue of UE. 
However, when the NW-side AI/ML model is used to predict the DL beams or beam pairs, which beams will be reported does not depend on the UE implementation. For example, when model is inferred, the measurement results of Set B are required to be reported from UE. Which beams will be reported for model inference depends on AI/ML model requirement instead of UE implementation. In this case, the UE behavior is different on beam reporting for the NW-side model compared with legacy beam reporting.
Proposal 5: For NW-side model, study the potential specification impacts on UE behavior of beam reporting.
Discussion on data collection
In RAN1-110b meeting, the following proposal is discussed in [2].
	Proposal 4.3.1c: Regarding the data collection for AI/ML model training at NW side (if the data collection is optionally supported from the perspective of 3GPP specification), study the following information for UE reporting as a starting point.
· M L1-RSRPs and optionally with the corresponding RS indicator, where M can be larger than 4
· FFS: the range of M
· Other information may be added based on further discussion
· E.g., Best genie-aided beam ID from Set A



Regarding the data collection for AI/ML model training at NW side, if measured L1-RSRPs of Set A are reported to NW side, the overhead of reporting is increased a lot compared with the legacy beam reporting. For example, it’s assumed that measured L1-RSRPs of 64 beam pairs (16 Tx beams and 4 Rx beams) are used to predict the L1-RSRPs of total 256 beam pairs (32 Tx beams and 8 Rx beams). The measurement results about 256 beam pairs of Set A will be reported to NW for data collection. In this case, the overhead is increased 64 times compared with at most 4 measured results reported to NW.
Observation 4: UCI reporting overhead is increased a lot on data collection for AI/ML model training at NW side.
Proposal 6: Regarding the data collection for AI/ML model training at NW side, the mechanism of UCI reporting overhead reduction is suggested to be studied.
Discussion on model inference
In RAN1-110b meeting, the following working assumption on model inference is agreed.
	Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered



For NW-side model, different types of DL beams to be predicted (e.g., Tx beam or beam pair prediction) may have different specification impacts. For DL beam pairs prediction, when set B is variable, it’s necessary to include the Rx beam information in beam reporting since Rx beams on UE are transparent to NW side.
When specification impacts on beam reporting enhancement are discussed, the Rx beam information included in report instance should be considered and how to define the Rx beam information (e.g., beam ID/angles) should be studied.
Proposal 7: For BM-Case1 and BM-Case2 of DL beam pair prediction with a network-side AI/ML model, study the potential specification impacts on Rx beam information included in report instance for AI/ML model inference.
· FFS: the definition of the Rx beam information (e.g., beam IDs/angels)
Discussion on model monitoring
In RAN1-110b meeting, the following proposal on model monitoring is agreed.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation


For model monitoring with a UE-side AI/ML model, from our understanding, the NW should be aware of UE-side model to make related configuration for the AI/ML model. For example, the NW only configures part of Tx beams for AI/ML model inference when it is activated in UE side. When AI/ML model is deactivated, the NW may be fallback to legacy configuration for beam sweeping procedure. In this case, it’s suggested that NW makes decisions on model selection/activation/deactivation /switching/fallback operation should have high priority.
Proposal 8: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, the Alt.2 and Alt.3 is suggested to have high priority for further study of model monitoring.
The performance metric of AI/ML model is used for the decision of model selection/activation/deactivation/switching/fallback operation. When performance metric is calculated, the measurement error of beams or the prediction error of AI/ML model will cause the ping-pong decision on follow-up actions after model monitoring which will introduce signaling overhead and performance degradation. In this case, it’s suggested to study the mechanism to avoid the ping-pong decision for the model selection/activation/deactivation/switching/fallback operation.
Proposal 9: Study the potential specification impacts on the ping-pong decision for the model selection/activation/deactivation/switching/fallback operation.
Conclusion
In this contribution, we present our views on sub use cases and potential specification impacts of AI/ML beam management. For the discussion, we have the following proposals.
Observation 1: For Alt. 1, the beam IDs are implicitly included with the measured L1-RSRPs on Set B constructed by fixed or a set of pre-configured patterns, and may not be included with the measured L1-RSRP on Set B randomly selected from Set A.
Proposal 1: Regarding the sub use case BM-Case1, the measured L1-RSRPs on Set B and corresponding Tx and/or Rx beam IDs are suggested as baseline for the study of AI/ML input.
Proposal 2: Regarding the sub use case BM-Case1, if one assistance information other than beam IDs is supported as input of AI/ML model, it’s suggested to further investigate 
· Additional performance gains
· The proprietary issue
Proposal 3: Regarding the sub use case BM-Case1, it is suggested that the assistance information other than beam ID is optional input of AI/ML model.
Observation 3: The NW-side model does not need to study the output of AI/ML model since there are no specification impacts.
Proposal 4: Regarding the sub use case BM-Case1 and BM-Case2, the following outputs of UE-side model are suggested as baseline:
· Tx and/or Rx Beam ID(s) 
· The predicted L1-RSRP or associated confidence of the N predicted DL Tx and/or Rx beams
Proposal 5: For NW-side model, study the potential specification impacts on UE behavior of beam reporting.
Observation 4: UCI reporting overhead is increased a lot on data collection for AI/ML model training at NW side.
Proposal 6: Regarding the data collection for AI/ML model training at NW side, the mechanism of UCI reporting overhead reduction is suggested to be studied.
Proposal 7: For BM-Case1 and BM-Case2 of DL beam pair prediction with a network-side AI/ML model, study the potential specification impacts on Rx beam information included in report instance for AI/ML model inference.
· FFS: the definition of the Rx beam information (e.g., beam IDs/angels)
Proposal 8: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, the Alt.2 and Alt.3 is suggested to have high priority for further study of model monitoring.
Proposal 9: Study the potential specification impacts on the ping-pong decision for the model selection/activation/deactivation/switching/fallback operation.
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