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1. Introduction
In RAN1#110e-bis meeting [1], companies reached some agreements and work assumptions for the other aspects of beam management, as summarized below.

[bookmark: _Hlk117667814]Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information


[bookmark: _Hlk117691336]Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information

[bookmark: _Hlk117691960]Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
[bookmark: _Hlk117692110]
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.


The following topics were discussed but no agreement have been reached
· Input of BM-Case1 and BM-Case2: L1-RSRP, CIR, beam ID, etc.
· Output of BM-Case1 and BM-Case2: Beam ID(s), L1-RSRP, etc.
· Spec impact: Data collection, Beam indication after inference, model monitoring, etc.

In this contribution, we further discuss the sub use-cases for beam management (BM) and the potential specification impacts.
1. Further discussion on BM-Case1 and BM-Case2
In RAN1#110e-bis, a conclusion about data collection was reached under the agenda 9.2.1:Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


In order to be consistent with this conclusion, we discuss the data collection for different purposes.
· Data collection for BM AI/ML model training
For Network-side model, more companies prefer to train the AI/ML model with labelled data, we agree that the origin data such as L1-RSRP with RS indicator should be reported by UE, but the label of reported data can be given by gNB, two possible situations are considered:
· If gNB knows the best genie-aided beam of SetA(e.g. The beam to a fixed UE with LOS channel)，UE just reports the measurement results of SetB to the network, then gNB can attach the best genie-aided beam of SetA as the label to the reported data.
· If gNB doesn’t know the best genie-aided beam of SetA, gNB can request the UE to report the measurement results of SetA and SetB, to reduce the report overhead, only the TOP-K beam(s) of SetA will be reported, then gNB can label the reported data of SetB with reported TOP-K beam(s). Legacy reporting mechanism of beam measurement can be reused for reporting the TOP-K beam(s) of SetA.
All in all, for the data collection for AI/ML model training at NW side, UE reporting on M L1-RSRPs with the corresponding RS indication is enough.

Proposal 1: Regarding the data collection for AI/ML model training at NW side (if the data collection is optionally supported from the perspective of 3GPP specification), study the following information for UE reporting as a starting point.
· M L1-RSRPs with the corresponding RS indicator
· FFS: the range of M, same as the beam number in SetB
· Note: Label the collected data should be done by gNB

For UE-side model, the training data should be collected by UE, two possible situations are considered:
· If UE knows the best genie-aided beam of setA, the UE can attach the best genie-aided beam of SetA as the label to the measurement results of SetB.
· If UE doesn’t know the best genie-aided beam of SetA, UE can request the gNB to send CSI-RS on the beams of SetA, after measuring the L1-RSRP of SetA beams, UE can label the measurement results of SetB.

Proposal 2: Regarding the data collection for AI/ML model training at UE side, study the following information as a starting point.
· UE request the gNB to send beams of SetA and/or SetB with L1 signaling
· Note: Label the measurement data should be done by UE

· Data collection for BM AI/ML model inference
As agreed in the last meeting, for the UE-side model, UE need to report the beam(s) based on the output of AI/ML model inference, whether the predicted L1-RSRP corresponding to the beam(s) should be reported is FFS. In our view, reporting the predicted L1-RSRP will increase the overhead, on the other side, beam(s) information such as top-K beam indication will be enough for gNB to select the DL Tx beam, so we fail to see the benefit to report the predicted L1-RSRP. 

Observation1: For BM-Case1 and BM-Case2 with a UE-side AI/ML model reference, report the Predicted L1-RSRP of the top-K beam(s) to NW can’t provide obvious benefits.

Proposal 3: For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: other information

· Data collection for BM AI/ML model monitoring
The agreement about model monitoring in last meeting is as below:Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

In our view, UE-side AI/ML model is UE specific implementation, if network need to make decision of model selection/activation, UE should report the feature of different models to network and gNB need to define the policy to manage the UE-side AI/ML model base on the reported feature. In this case, the benefit of NW making decisions of model selection and fallback operation is not clear to us, so that it’s more reasonable to remove model selection and fallback for NW side/Hybrid model in above agreement for further evaluation and down-selection. 

Proposal 4: 
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model activation/ deactivation operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model activation/ deactivation/ operation


In order to support the performance monitor on UE side, gNB should send the RS index of SetA to UE, the method to trigger the SetA beam test need to be discussed.

Proposal 5: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to trigger SetA beam test for performance monitoring.

1. Conclusion
In this paper, we have discussed some details on BM-Case1 and BM-Case2. We have the following observations and proposals:

Proposal 1: Regarding the data collection for AI/ML model training at NW side (if the data collection is optionally supported from the perspective of 3GPP specification), study the following information for UE reporting as a starting point.
· M L1-RSRPs with the corresponding RS indicator
· FFS: the range of M, same as the beam number in SetB
· Note: Label the collected data should be done by gNB

Proposal 2: Regarding the data collection for AI/ML model training at UE side, study the following information as a starting point.
· UE request the gNB to send beams of SetA and/or SetB with L1 signaling
· Note: Label the measurement data should be done by UE

Observation1: For BM-Case1 and BM-Case2 with a UE-side AI/ML model reference, report the Predicted L1-RSRP of the top-K beam(s) to NW can’t provide obvious benefits.

Proposal 3: For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: other information

Proposal 4: 
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model activation/ deactivation operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model activation/ deactivation/ operation

Proposal 5: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to trigger SetA beam test for performance monitoring.
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