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Many positioning methods have been specified in Rel-16 and Rel-17 NR positioning, to obtain position estimation with target horizontal positioning accuracies of <0.2 m (90%) for IIoT use cases and <1 m (90%) for commercial use cases. However, the performance of these positioning methods highly relies on the existence of multiple LOS (line-of-sight) paths between the target terminal and multiple TRPs (Transmission-Reception Points). In the scenarios with extremely low LOS probability, positioning accuracy would decrease dramatically, which may be not able to satisfy the high-accuracy positioning requirements coming from new applications and industry verticals. 
AI/ML technology has powerful abilities in feature extraction, environment awareness, complex problem modeling and processing. In recent years, applying AI/ML into air-interface has attracted great attentions from academics to industries, and a lot of meaningful exploration has been made to verify the performance gain compared to conventional non-AL/ML schemes. Related research has also verified that AI/ML technology has the potential to significantly improve the performance of wireless communications.
Under this background, a new SI on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface has been agreed at RAN #94e [1], including three use cases to assess the applications of AI/ML in air-interface. Among them, AI/ML based positioning accuracy enhancement is included, with the target to improve the positioning accuracy for different scenarios, especially for some challenging scenarios with heavy NLOS (non-line-of-sight) conditions.
The objective of the new SI for RAN1 AI/ML based positioning includes the following:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on: 
1. Initial set of use cases includes: 
b. Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


 
At the RAN1 #110 meeting, some agreements on sub use cases and potential specification impact have been reached, which are listed as follows:
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results
Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 




At the RAN1 #110-bis meeting, some agreements on sub use cases and potential specification impact have been reached, which are listed as follows:
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data




In this contribution, we present our views on sub use cases and potential specification impact for AI/ML based positioning accuracy enhancement.
Sub use case
During RAN1#109-e, there’re discussions on what is(are) sub use case(s) for AI/ML positioning enhancement. In our view, we think the SID [1] with relevant part copied below clearly defines the scope of work for us to look for as sub use case(s).
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on: 
1. Initial set of use cases includes: 
b. Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


The SID says “positioning accuracy enhancements for different scenarios” as the “set of use cases” for AI/ML positioning. So for the “use case” of positioning, “sub use cases” are referring to AI/ML positioning for different scenarios where “AI/ML based positioning in heavy NLOS scenario” is an explicit example of “sub use case” given by the SID. 
For this sub use case, depending on the role where AI/ML technology plays in positioning, there are two AI/ML approaches, including direct AI/ML positioning and AI/ML assisted positioning, as shown in Figure 1.
The first is to utilize AI/ML to estimate UE location with reference to some measurements and/or measurement reports directly, such as estimating location according to multiple TRPs’ CIRs.  This type of method may achieve relatively high positioning accuracy, while suffering from poor generalization capability since the AI model is strongly related to TRP’s geographical distribution. 
The second is to utilize AI to extract intermediate features from some measurements and/or measurement reports, and then estimate position according to the intermediate feature. For positioning accuracy enhancement, multiple intermediate features can be considered, such as time of arrival (TOA), Angle of Arrival (AoA), Line-of-Sight (LoS)/NLoS condition, and so on. This type of method has the advantages of better generalization capability, deployment flexibility, compatibility with the existing positioning protocol framework, and positioning accuracy enhancement. We consider TOA as the intermediate feature, and showed that the positioning accuracy and generalization capability are better than the direct AI/ML based positioning method. The positioning accuracy of AI/ML based positioning are shown in Table 1 where Rel-17 positioning methods are also shown as baseline for comparison. Note that more detailed evaluation results for both direct AI/ML positioning and AI/ML assisted positioning are shown in our companion contribution [2].


[bookmark: _Ref101341018]Two AI/ML approaches for AI/ML based positioning accuracy enhancement
[bookmark: _Ref101278689]CDF of positioning accuracy (m) of different positioning methods
	Scenario
	Methods
	50%
	67%
	80%
	90%

	InF-DH
{0.6,6,2}
	DL-TDOA
	8.38
	11.09
	15.95
	32.12

	
	UL-TDOA
	8.60
	11.52
	16.33
	32.81

	
	RTT
	8.32
	11.42
	15.72
	32.41

	
	AOA
	8.13
	10.36
	14.09
	20.16

	
	Direct AI/ML pos. (CIR-pos) training dataset and testing dataset from the same drop
	0.35
	0.49
	0.70
	0.99

	
	AI/ML assisted pos. (CIR-TOA-pos) training dataset and testing dataset from the same drop
	0.19
	0.28
	0.40
	0.60

	
	Direct AI/ML pos. (CIR-pos) training dataset and testing dataset from different drops
	2.76
	3.68
	4.58
	6.00

	
	AI/ML assisted pos. (CIR-TOA-pos) training dataset and testing dataset from different drops
	0.93
	1.27
	1.73
	2.51



Both direct AI/ML positioning and AI/ML assisted positioning show significant accuracy improvement compared to conventional RAT-dependent positioning methods in a heavy NLOS scenario. 
As agreed in RAN1#110, we think both direct AI/ML positioning and AI/ML assisted positioning are necessary and sufficient sub use cases for study of AI/ML based positioning performance and specification impact. Hence, there’s no need to consider other sub use case(s) as representative or to down select between those two during this SI.
There’s no need to consider other sub use case(s) as representative or to down select between direct AI/ML positioning and AI/ML assisted positioning during this SI for performance and potential specification impact study.

Potential specification impact
In this section, we analyze the potential specification impact of AI/ML based positioning accuracy enhancement from various perspectives, including model training, model indication/configuration, model monitoring and update, model inference and required UE capability report. 
Common framework
According to the common functional framework for RAN intelligence illustrated in Figure 2 [3], we analyze the general specification impact from the perspective of lifecycle management for AI/ML based positioning accuracy enhancement. 
Data Collection is a function that provides a training dataset to model training and input data to model inference functions. An example of a training data format is {CIR, location}, and accordingly, the input data to model inference functions is CIR. Especially, a data pre-processing procedure is necessary after data collection, such as CIR truncation and translation. Data normalization has the potential to decrease the overhead for data collection and improve the model performance.
Model Training is a function that performs the AI/ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. AI/ML model training can be further divided into two phases, i.e., model pre-training based on collected data and model update based on collected field data if the current model does not work well. 
Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). In different sub use cases, the output of model inference could be different, such as UE’s location and an intermediate feature.
Actor is a function that receives the output from the model inference function and triggers or performs corresponding actions. For AI/ML assisted positioning, the output from the Model Inference function is the intermediate feature, and then Actor performs position estimation according to the intermediate feature. 


[bookmark: _Ref101346600]A common functional framework for RAN intelligence [3]
A general discussion for various positioning cases
At the RAN1#110-bis meeting, it was agreed that:
Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
We further make a clarification for the sake of subsequent discussions, which is as listed in Table:
[bookmark: _Ref118107393]A detailed list of various positioning cases
	Cases
	Model deployment
	Positioning methods
	Measured by which entity
	Model output
	Position calculation

	Case 1
	UE-side
	Direct AI/ML positioning
	UE
 (Downlink positioning)
	Position
	UE-side

	
	
	AI/ML assisted positioning
	
	Intermediate feature
	

	Case 2a
	UE-side
	AI/ML assisted positioning
	UE
(Downlink positioning)
	Intermediate feature
	LMF

	Case 2b
	LMF-side
	Direct AI/ML positioning
	UE
(Downlink positioning)
	Position
	LMF

	Case 3a
	gNB-side
	AI/ML assisted positioning
	gNB
(uplink positioning)
	Intermediate feature
	LMF

	Case 3b
	LMF-side
	Direct AI/ML positioning
	gNB
(uplink positioning)
	Position
	LMF



Data collection for model training 
The high-accuracy positioning relies on a well-trained AI/ML model deployed at UE side or network side. In particular, training data is the most important part for model training, and high-quality data collection is a prerequisite to enable such model training. To guarantee the quality of data collection, some assistance information interaction between UE side and network side may be necessary. In this section, we mainly discuss the potential specification impacts from the perspective of data collection.
AI/ML is data-driven, and data collection is a necessary but challenging process for AI/ML based positioning. As shown in our companion contribution [2], time domain channel CIR as the input of AI/ML model can obtain the best positioning accuracy compared to other inputs, such as power, delay and angle of the first path. Therefore, we propose
Support time domain CIR as one model input for training of AI/ML model for positioning.
At the RAN1#110 meeting, it was agreed that:
Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

At the RAN1#110-bis meeting, it was agreed that:
Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data

In general, for downlink positioning,  the input for an AI/ML model training is CIR estimated from downlink PRS measurement plus UE ground truth location data. Such training data including training input and labels, could be collected by UE side, including PRUs and/or regular UEs. Among them, PRUs deployed in advance are more convenient to collect data with ground truth labels, and regular UEs may be also able to collect some data with noisy labels or without labels. For uplink positioning, the input for an AI/ML model training is CIR estimated from uplink SRS measurement plus UE ground truth location data. Such training data could be collected by the collaboration of network side and UE side. For example, training labels should be collected by UE side, and training input, such as CIR, should be collected by network side. Moreover, some dedicated reference signal configuration may be also required to support data collection. In particular, in the process of data collection, some non-ideal factors should be considered, including synchronization error, timing error, CIR estimation error, and labeling error, and some dedicated RSs may be configured to mitigate or eliminate the impact of these factors. 
In this contribution, only centralized learning (model training at a single side ) is assumed without consideration of distributed learning. There are three points for data collection which we think should be agreed upon:
When the entity conducting model training and data collection is not the same, collected data should be delivered from the data-collection entity to the model-training entity. 
Downlink CIR should be measured and collected for downlink positioning and vice versa. 
Primary training label should be collected by UE-side, which can be pre-processed by other entities to generate new training label. Training input could be collected by UE side or network side, which depends on downlink positioning or uplink positioning. 
At least the following three points of data collection should be agreed upon:
When the entity conducting model training and data collection is not the same, collected data should be delivered from the data-collection entity to the model-training entity. 
Downlink CIR should be measured and collected for downlink positioning, and vice versa. 
Primary training label should be collected by UE-side, which can be pre-processed by other entities to generate new training label. Training input could be collected by UE side or network side, which depends on downlink positioning or uplink positioning. 
Some dedicated reference signals should be configured to support data collection if necessary, such as PRS configuration for downlink positioning and SRS configuration for uplink positioning.
In the following sub-sections, we further analyze the procedures and specification impacts for different cases as agreed in RAN1#110-bis meeting.
Case 1 and Case 2
[bookmark: _Hlk118109168]According to Table 2,  Case 1 and Case 2 belong to downlink positioning, meaning that training input should be measured and collected at UE side. Moreover, primary training label including location coordinate or other intermediate feature should be collected by UE side. Optionally, indirect training label can be also obtained by NW side after the primary training label is delivered to NW side and then pre-processed.  For example, location coordinate is collected by UE side, and related TOA labels can be calculated at NW side by combining the location coordinates of UE and gNBs.
Here, we will discuss the specification impacts for Case 1 and Case 2 in detail. 


[bookmark: _Ref111212719]The procedure of data collection for data measurement at network side 
A possible procedure is shown in Figure 3, when model training is performed at NW side, and the details are clarified as follows:
Network side sends PRS configuration signaling to the target UEs when a dedicated PRS configuration is required to support data collection. 
Network side sends a data collection indication to the target UEs, which may consist of training data size and type, data preprocessing, and so on.
The target UEs perform data measurement, and then report collected data (including training input and training labels) to network side, where dedicated resources for data report should be allocated in advance. 
When model training is performed at UE side, training data report from UE side to NW side is no longer necessary.
Case 3
According to Table 2,  Case 3 belongs to uplink positioning, meaning that training input should be measured and collected by NW side. Specifically, training input should be measured by gNB side and collected by LMF side. Moreover, primary training label including location coordinate or other intermediate feature should be collected by UE side. Optionally, indirect training label can be also obtained by NW side after the primary training label is delivered to NW side and then pre-processed. For example, location coordinate is collected by UE side, and related TOA labels can be calculated at NW side by combining the location coordinates of UE and gNBs.



[bookmark: _Ref111212735]The procedure of data collection for data measurement at network side
As shown in Figure 4,  when model training is performed at NW side, the detailed specification impacts are listed as follows:
NW side sends SRS configuration signaling to the target UEs when a dedicated SRS configuration is required to support data collection. 
NW side sends data collection indication to the target UEs.
NW side performs measurement for training input, such as CIR.
The target UEs report related training labels to network side, where dedicated resources for training labels report should be allocated in advance.
When model training is conducted at UE side, training input collected by NW side should be delivered to UE side, and training label report is no longer necessary. However, considering privacy protection and data transfer overhead, this framework of UE training for Case 3 should be avoided. 
Assistance information 
To support data collection, we think related assistance information at least consists of RS configuration and data collection indication. Two examples are presented as follows:
RS configuration: As presented in Section 4 of our companion contribution [2], it is observed that some imperfect factors can severely impair positioning accuracy. For example, the interference from other TRPs can severely deteriorate channel estimation quality, and further impair positioning accuracy of AI/ML. In this sense, some dedicated RS resources should be configured to eliminate the interference across TRPs so as to ensure the data quality. 
[bookmark: _Hlk118726647]Data collection indication: As presented in Section 4 of our companion contribution [2], training label error can also impair the positioning accuracy of AI/ML model. To improve labeling quality, it is necessary to indicate the criteria for data label filtering. For example, delete the training sample with outlier label. Moreover, other indications such as training input type, format, size and so on, should be included.
Further study related assistance information at least consisting of RS configuration and data collection indication to support data collection.

Data collection for semi-supervised learning
As presented in Section 6 of our companion contribution [2], training an AI/ML model with limited labeled data is feasible by utilizing the proposed semi-supervised learning framework. Specifically, in addition to labeled data, large amounts of unlabeled data which is easy to collect in practice, can also be used to enhance the performance of model training. In this way, the cost of data collection can be mitigated significantly. Both PRUs and regular UEs can participate in the data collection process, which may greatly reduce the time of data collection and accelerate model deployment in practice. Thus, it is meaningful to further study the impact of data collection for semi-supervised learning. 
Both PRUs and regular UEs can be used to perform data collection. Considering the different terminal capabilities, data collection requirements may be different for different types of terminals. For example, PRU can be used to collect training input and related label (e.g., location) at the same time, while regular UE can be used to collected training input (e.g., CIR measurement) even if related training label (e.g., UE location) is not available.  In such case, some additional information such as data collection for supervised learning or semi-supervised learning, with label or without label, may be included into the data collection indication. Moreover, these unlabeled data collected from regular UE can also be used to perform model monitoring, such as model monitoring based on data distribution of CIR.

Both PRUs and regular UEs can be used to perform data collection.
Further study the specification impact of data collection for semi-supervised learning. 

Other potential issues
Some potential issues are listed as follows:
When the training entity is not the same entity to obtain training label and/or other training input, the corresponding mechanism should be studied to ensure the matching between training label and training input. For example, additional time stamp label needs to be marked during training input and label measurement.
Considering limited battery capacity and available training data of mobile terminals, online model training with a large-scale dataset should be avoided at UE side since model training usually requires large amounts of training data and computational resources. It is worth noted that AI/ML model updating with a small dataset at the UE side should be supported and should not be excluded as type of UE online training. 
Considering different terminal capabilities, a unified data quality requirement may be necessary to ensure data-collection quality. 
Real-time on-device model training with a large-scale dataset should be avoided at UE side. 
Other potential issues on data quality and terminal capability should be considered for data collection. 
Model indication/configuration
To support flexible model deployment, some necessary assistance information related to model indication is required. In general, model indication consists of signaling for model transfer, model activation/deactivation and model selection.
Model transfer
At the RAN1#110 meeting, it was agreed that:
Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches

Following the above agreement, there are five possible cases for model training and inference:
Case 1: Model training at network side, model inference at UE side.
Case 2: Model training at UE side, model inference at network side.
Case 3: Model training at some UEs, model inference at other UEs (requires model transfer, e.g., different UE manufacturers).
Case 4: Model training and inference at network side.
Case 5: Model training and inference at UE side (requires no model transfer).
As shown in Table 3, we further analyze the advantages and disadvantages of these cases in detail from the perspectives of overhead and performance. 
[bookmark: _Ref114652701]Analysis of advantages and disadvantages for different cases of model training/inference
	Case 1: Model training at network side, model inference at UE side.

	Need model transfer?
	Yes

	Advantages
	Disadvantages

	Less concern on training complexity due to the availability of enough training hardware resource at NW.
Model life cycle management (e.g., monitoring and update) can be better supported by NW since the full knowledge of the model is available at NW.
	The overhead of model delivery cannot be neglected.
A unified AI/ML model representation format is required to align the understanding of the model across network and UEs.
The overhead of training data reporting cannot be neglected.

	Case 2: Model training at UE side, model inference at network side

	Need model transfer?
	Yes

	Advantages
	Disadvantages

	The computational resource of UE side can be leveraged to train an AI model jointly through distributed learning frameworks, such as federated learning.
The overhead of training data reporting can be avoided.
	The AI/ML model trained by UE side may not be always reliable or suitable, and applying distributed learning into communication is premature and still has a long way to go.
The overhead of model delivery cannot be neglected.
A unified AI/ML model representation format is required to align the understanding of the model across network and UEs.

	Case 3: Model training at some UEs, model inference at other UEs (requires model transfer)

	Need model transfer?
	Yes

	Advantages
	Disadvantages

	The computational resource of some UEs can be leveraged to train an AI model jointly through distributed learning frameworks, such as federated learning.
A wide range of other UEs (e.g., those not capable of training due to resource constraints and/or from different UE manufactures) can still utilize that trained model for system performance benefit. 
The overhead of training data reporting can be avoided.
	The overhead of model delivery can be not neglected.
A unified AI/ML model representation format is required to align the understanding of the model across network and UEs.

	Case 4: Model training and inference at network side

	Need model transfer?
	No

	Advantages
	Disadvantages

	The overhead of model delivery is negligible
A unified AI/ML model representation format across network and UEs is not required.
Less concern on training complexity due to the availability of enough training hardware resource at NW.
Model life cycle management (e.g., monitoring and update) can be better supported by NW since the full knowledge of the model is available at NW.
	The overhead of training data collection cannot be neglected.
The overhead of training data reporting cannot be neglected if AI/ML model relies on UE measurement/report as the input

	Case 5: Model training and inference at UE side (requires no model transfer)

	Need model transfer?
	No

	Advantages
	Disadvantages

	The overhead of model delivery is negligible
A unified AI/ML model representation format across platforms is not required.

	Only limited UEs (e.g., those with training capability and/or from the same UE manufacture as those training capable UEs) can utilize the AI/ML model 
The AI/ML model trained by UE side may not be always reliable and/or suitable for deployment scenario due to the limited training data and hardware resource.
It is hard for NW to help UEs with model monitoring and update due to the lack of model meta-information at NW.



As we discussed above, online model training with a large scale dataset should be avoided at UE side. Then at least for downlink positioning, pre-trained AI/ML model should be indicated to UE side such that a UE can conduct inference to get the UE location.
When AI/ML model is deployed at network side, there is no specification impart on air-interface for model transfer. When AI/ML model is deployed at UE side, network side should transfer the model information to the target UE. The model information may consist of the input and output of model, the architecture of the model,  the weight of the model, the configuration of the model, the state of the optimizer, and so on. Moreover, UE side should report the device capability to network side in advance, so that network side can verify whether the target UE supports AI/ML based positioning or what kind of  model should be configured for the target UEs. The detailed specification impacts are listed as follows.
UE side reports the UE capability to network side. This process may also be triggered by network side, such as sending a device capability request to UE side. 
Network side sends the model information to the target UE if the target UE can support AI/ML based positioning.


Information exchange procedure for model configuration
At the RAN1#110-bis meeting, it was agreed that:
Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· [bookmark: OLE_LINK1]Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

In particular, model information should contain meta-information. The function of meta-information is to  indicate the model capability and the physical and network environment or condition under which the model is suitable for operation. Specifically, such meta-information may consist of:
Validity condition: indicating the applicable area/zone/scenario/environment of the associated AI/ML model. For example, the target UE should switch to a new model when out of the current model's applicable area.
Model capability: including model accuracy achieved on training verification and/or test dataset, model inference latency. For example, the target UE should switch to a new model when the current model cannot meet the positioning accuracy or inference latency requirements. 
Conditions and requirements:  indicating model-related RS configuration, SINR range, synchronization error range and so on. For example, the target UE should switch to a new model when the measured SINR is out of the SINR range of training dataset. 
When AI/ML model is deployed at UE side, network side should transfer the model information to the target UE.
Model information should contain meta-information indicating model capability and the physical and network environment or condition under which the model is suitable for operation.

Model activation/deactivation
An AI/ML model may not always work well due to user mobility and environmental changes. For example, the user is out of the current model's service area or the surroundings have changed significantly. In such case, a new AI/ML model is required to continue the high-accuracy positioning service for target UEs. The process of model activation and deactivation is needed to flexibly control the model's lifecycle, so as to ensure positioning performance.
When AI/ML model is deployed at UE side and the current model does not work well, network side should send a model deactivation signaling to invalidate the current model. Then, network side may transfer a new model to UE side or instruct UE side to fine-tune the current model. Optionally, falling back to non-AI methods should be also supported. Finally, network side should activate the new model to provide AI/ML based positioning service for UEs. In addition to network-side triggering, UE side can also trigger model activation or deactivation by proactively transferring the model activation or deactivation request to network side. The detailed specification impacts are listed as follows.
UE side sends model deactivation request to network side when model deactivation is triggered by UE side. 
Network side should send a model deactivation signaling to invalidate the current model.
Network side may transfer a new model to UE side or instruct UE side to fine-tune the current model.
UE side sends a model activation request to network side when model activation is triggered by UE side.
Network side should send a model activation signaling to activate the new model.

 
 Information exchange procedure for model activation and deactivation
The process of model activation and deactivation is needed to flexibly control the model's lifecycle, so as to ensure positioning performance.
Model selection
Model selection is the process of selecting a suitable model from a pre-deployed model pool. In practice, considering the dynamics and complexity of the environment, a model pool may be deployed in advance at UE side to enable seamless model switching. When the current model does not work well, network side can indicate the target UE to conduct model selection immediately, so as to adapt to the new environment, which is different from either the aforementioned model transfer or fine-tuning (which is described in detail in section 3.4 as part of model monitoring/updating). In our view, model selection may enable seamless model switching to achieve better service continuity as compared to model transfer or fine-tuning, since the time consumption of parameter transmission over the air-interface and model finetuning can be saved. The detailed specification impacts are listed as follows:
Network side sends a model pool to UE side in advance, the models in which are used for positioning.
Network side sends a model selection instruction to the target UE to perform model selection. This instruction may consist of an ID set of candidate models or other assistance information to support UE side perform model selection.
UE side selects a suitable model from the model pool with reference to the model selection instruction.


Information exchange procedure for model selection
In particular, to reduce the overhead of model transfer, the deployed model pool can consist of multiple AI/ML models with same structure but different parameters to adapt to varying environments. Meanwhile, each of AI/ML models within the model pool could be associated with a meta-information to assist model selection. For example, each of AI/ML models may be associated with one PRS configuration.
Network side could send a model selection instruction to instruct the target UE to select a suitable model from the model pool, when the current model does not work well. 
[bookmark: _Ref115447283]Model monitoring and updating
At the RAN1#110 meeting, it was agreed that:
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Offline-trained AI/ML model may not always work well due to the change of wireless propagation environments, such as the change of cabinet location in the factory. In such case, we can fine-tune the model with some newly collected field data. But the first step is to make the network (network side and UE side) aware that the current model is no longer valid. Therefore, model monitoring is a necessary procedure to maintain model performance in the process of model inference.
There are two granularities of model monitoring: 
Fine granularity: The current model only fails at certain locations or at certain times due to some unexpected factors, such as the shading from moving vehicles, but works well at other locations or at other times. In such case, it is not necessary to collect filed data and further fine-tune the current model. The performance of fine granularity can be monitored according to the immediate output of the model. 
Coarse granularity: The current model fails at many locations or at many times due to the change of wireless environments, such as the internal structure of the factory. In such case, model fine-tuning is required to adapt the model to the new environment. The performance of coarse granularity can be monitored according to the long-term statistics of positioning error or channel condition.
Model monitoring
At the RAN1#110-bis meeting, it was agreed that:
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded

When the AI/ML model is deployed at UE side, model monitoring can be performed at UE side. In such case, network side should send a model monitoring instruction to the target UE, and then, the results of model monitoring should be fed back to network side. The detailed specification impacts are listed as follows.
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Network side should send a model monitoring instruction to inform the target UE to perform model monitoring. This instruction may also include an assistance information request containing the specific model monitoring performance metrics which UE side should measure. Moreover, the process of such model monitoring can also be triggered by UE side.
UE side performs model monitoring, and then feeds back a model validity identification to network side. Optionally, the reason for model invalidation can be also attached when UE side confirms the current model does not work well.


Information exchange procedure when model monitoring is conducted at UE side
The assistance information from network side is required to support model monitoring at UE side. 
When the AI/ML model is deployed at UE or network side, model monitoring can be performed at network side.  
When model inference is performed at UE side and model monitoring is performed at network side, network side should firstly send an assistance request to inform UE to measure and report related performance metrics for model monitoring. Then, UE side should send requested assistance information for model monitoring to network side if available. In the end, the results of model monitoring should be fed back to UE side. It is noted that the procedure of model monitoring can be also triggered by network side. In such case, the model monitoring request from UE side is not needed. The detailed specification impacts are listed as follows.
Network side should send a model monitoring instruction to inform the target UE to measure and report related performance metrics for model monitoring at network side. Moreover, the process of such model monitoring can also be triggered by UE side.
UE side reports the assistance information for model monitoring to network side. This assistance information contains the required performance metrics of model monitoring.
Network side performs model monitoring, and then feeds back a model validity identification to UE side. Optionally, the reason for model invalidation can be also attached when then network side confirms the current model does not work well.


Information exchange procedure when model inference is performed at UE side and model monitoring is performed at network side
When model inference and model monitoring are performed at network side, network side should send assistance information request to UE side for model monitoring firstly. Then, UE side should send the requested assistance information to network side if available. The detailed specification impacts are listed as follows.
Network side sends an assistance information request to UE side for model monitoring. This assistance information request may also contain the specific model monitoring performance metrics which UE side should measure and report to network side.
UE side reports the requested assistance information to network side if available.


 Information exchange procedure when model inference and model monitoring are performed at network side
The assistance information from UE side is required to support model monitoring at network side.
Before touching the specific model monitoring performance metrics, we firstly analyze the causes of model failure or invalidation, which are listed as follows:
Physical environment changes, such as the internal structure of the factory. 
Network environment changes, such as SINR range, synchronization error range, PRS configuration.
Other unexpected factors, such as obstacles caused by moving vehicles. 
Specifically, the physical and network environments change can be detected by some sensors or long-term statistic information, while the impact of other unexpected factors is temporary and negligible which can be eliminated with statistic information. 

At the RAN1#110-bis meeting, it was agreed that:
Agreement of General aspects of AI/ML framework 
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
Monitoring based on inference accuracy, including metrics related to intermediate KPIs
Monitoring based on system performance, including metrics related to system performance KPIs
Other monitoring solutions, at least following 2 options.
0. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
0. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

As for AI/ML based positioning accuracy enhancement, we list possible AI/ML model monitoring performance metrics as follows：
Monitoring based on data distribution
· CSI distribution
· SINR distribution
· Synchronization error distribution
· Other possible features, such as delay spread distribution, CIR error distribution.
Monitoring based on applicable condition
· Environment monitoring, such as by visual sensors deployed at factories.
· RS configuration matching.
Monitoring based on inference accuracy 
· Inference error distribution (location or other intermediate features).
Monitoring based on other valid information.
· Motion state information. 

 
[bookmark: _Ref114667852] A model monitoring framework
As show in Figure 11, monitoring based on data distribution performs model monitoring based on the feature statistic related to model input. Monitoring based on inference accuracy performs model monitoring according to the error statistic of model output. Monitoring based on applicable condition performs model monitoring by detecting the change of physical or network configuration.
Moreover,  dedicated reference signals may be required to perform model monitoring, such as configuring more dense PRS to obtain near-truth inference for monitoring based on inference accuracy . 
It is noted that when AI/ML based positioning methods are out of work, a fallback mechanism should be also considered as an option.
In the following, we give some examples to show how to use these metrics for model monitoring.
Monitoring based on data distribution: As presented in Section 4.2 of our companion contribution [2], it is observed that the drift of SINR distribution between training dataset and test dataset can result in dramatic performance degradation. Thus, SINR or interference level can be used to monitor model performance indirectly. In other words, if the measured SINR is out of the SINR range of training dataset,  there is a high probability that the positioning results will have a large error. When the distance of SINR distribution of training dataset and measured SINR statistic of this area exceeds a predefined threshold, it is determined that the current model is out of work. 
Monitoring based on applicable condition: Each AI/ML model can be associated with one RS configuration. When the RS configuration is changed, the current model is no longer valid.
Monitoring based on inference accuracy : The ground truth or near-truth labels can be obtained by PRUs, and these labels can be used for model monitoring. When the distance between model inference and ground truth label exceeds a predefined threshold, the current positioning result has a large error. When the statistic of long-term inference error exceeds a predefined threshold, it is determined that the current model is out of work. Noted that monitoring based on inference accuracy relying on ground truth label may not always work since ground truth label is not always available and the number of PRUs is usually limited.
[bookmark: _GoBack]Monitoring based on other valid information: Apart from accurate positioning information provided by PRUs, other information such as motion state information, can also be used to assist model monitoring. For example, the distance of movement over a period of time can be obtained based on motion state information measured by UE, and this distance can also be derived according to the positioning results of AI/ML model. If the difference of these two distances exceeds a predefined threshold, the current positioning result has a large error. If a large number of UEs within the area suffer from poor positioning performance, it is determined that the current model is out of work.
Agreement of General aspects of AI/ML framework 
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
i. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
ii. Overhead (e.g., signaling overhead associated with model monitoring)
iii. Complexity (e.g., computation and memory cost for model monitoring)
iv. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
v. FFS: Power consumption
vi. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

For specific performance monitoring approaches, we have the following considerations for various KPIs.
Accuracy and relevance: Specific KPI needs to be further studied to assess the reliability of model monitoring results.
Overhead: This KPI mainly depends on the specific model monitoring approach and framework. The signaling overhead associated with model monitoring mainly includes dedicated RS configuration and related assistance information. For example, dedicated RS may be configured to improve positioning accuracy so as to support monitoring based on inference accuracy. For monitoring based on data distribution, UE side within the target area/zone may report the measured SINR to obtain the SINR distribution of this area/zone. Then, NW side should feed back the result of model monitoring to UE side if model inference is performed at UE side.
Complexity: The computation and memory cost for model monitoring is negligible as compared to model training. Specifically, the memory cost mainly comes from the storage of measurements or inference outputs related to model monitoring, and the computation cost mainly comes from model inference and extracting statistics from measurements. 
Latency: This KPI is difficult to evaluate at this stage. 
When studying specific model monitoring approaches, at least the KPI of accuracy and relevance should be considered as a start point.
The possible AI/ML model monitoring performance metrics are listed as follows：
Monitoring based on data distribution
· CSI distribution
· SINR distribution
· Synchronization error distribution
· Other possible features, such as delay spread distribution, CIR error distribution.
Monitoring based on applicable condition
· Environment monitoring, such as by visual sensors deployed at factories.
· RS configuration matching
Monitoring based on inference accuracy 
· Inference error distribution (location or other intermediate features)
Monitoring based on other valid information.
· Motion state information. 

Dedicated reference signals may be required to obtain performance metrics so as to support model monitoring.
Study specific model monitoring approaches, and at least the KPI of accuracy and relevance should be considered as a start point.

Model updating/fine-tuning
In our companion contribution [2], we have shown that model fine-tuning can significantly improve model generalization performance. To adapt to the dynamic wireless environment quickly, model fine-tuning is necessary. 
In general, model fine-tuning can be regarded as model updating with prior model information and a small scale field data. In this section, we further analyze the detailed specification impacts when model fine-tuning is included.
For the case in which AI model inference is at UE side, fine-tuning can be conducted at UE side based on the pre-trained model. The detailed specification impacts are listed as follows.
UE side needs to inform the network of device capability in advance. The device capabilities may consist of computation capability, available computation resource, available storage resource, battery status, data collection, and other capabilities related to model fine-tuning.
Based on the received device capability from the target UE, if network side identifies that the device can support model fine-tuning, network side delivers assistance information including pre-trained model information and training configuration to the target UE to support model fine-tuning. The model information may consist of the input and output of the model, the architecture of the model,  the weight of the model, the configuration of the model, the state of the optimizer, and so on. The training configuration consists of the learning rate, training epoch,  batch size,  end condition, and so on. 


 Information exchange procedure when fine-tuning is conducted at UE side
When fine-tuning is conducted at UE side, UE capability corresponding to fine-tuning is required.
To enable model fine-tuning when AI/ML model inference is at UE side, support assistance information to the target UE about pre-trained model and training configuration.
For the case that AI model inference is at UE or network side, fine-tuning can be conducted at network side based on the pre-trained model. In this case, UE side does not need to inform network side of device capability, and network side does not need to transfer model information and training configuration to the target UE. To support model fine-tuning at network side, UE should feed back some requested training data to network side. The detailed specification impacts are listed as follows. 
Network side should send data collection requests to the target UEs in advance. The data collection request may consist of data format, privacy permission, training data collection configuration, training data reporting configuration, and so on.
UE should provide training data to network side to support model fine-tuning if available.


 Information exchange procedure when fine-tuning is conducted at network side
Training data collection request for model fine-tuning and feedback from the target UE is required to support model fine-tuning at network side.
Regarding the occasion or condition for triggering a model updating process, there are two points to consider:
The current model cannot work well. For example, the result of model monitoring indicates that the current model is out of work.
Model updating operation can be supported in terms of available training data and hardware resource.
The result of model monitoring and the achievability of model updating should be jointly considered as the condition of model updating. 

Model inference 
From the perspective of model deployment, this section discusses the detailed specification impact of AI/ML model inference for direct AI/ML positioning and AI/ML assisted positioning respectively. As we discussed in section 3.2 and showed the performance results in our companion contribution [2], we think at least time domain CIR should be selected as one model input. 
Support time domain CIR as one model input for AI/ML based positioning.
For direct AI/ML positioning 
When the AI/ML model has already been deployed and activated at UE side, UE side can perform positioning using this model. For direct AI/ML positioning, there is no extra specification impart when model inference is performed at UE side.
In the case of AI/ML model inference at the network side, UE side does not need to inform network side of device capability, and network side does not need to deliver model information to the target UE. To enable direct AI/ML positioning, information exchange is still necessary. The detailed specification impacts are listed as follows.
Network side should inform UE side of the required measurement type (e.g., CIR as input to AI/ML model for inference). 
UE side reports requested measurement feedback. 
Network side performs position estimation and then transfers positioning results to the target UE if the positioning application is originated from UE side.


 Information exchange procedure for direct AI/ML positioning when model inference is at network side
For direct AI/ML positioning, when model inference is at network side, request to and feedback from the target UE of the necessary measurement (e.g., as the input to the AI/ML model) for model inference is needed.
For AI/ML assisted positioning 
When the AI/ML model has already been deployed and activated at UE side, UE side can utilize this AI/ML model to extract the intermediate feature. The detailed specification impacts are listed as follows.
UE side reports the intermediate feature to network side where the intermediate feature is extracted by the AI/ML model. 
Network side acting as an Actor performs position estimation according to the received intermediate feature, and then feeds back the positioning results to the target UE if the positioning application originates from UE side.

 
 Information exchange procedure for AI/ML assisted positioning when model inference is at UE side
For AI/ML assisted & UE assisted positioning, support the target UE to report the output of AI/ML model inference (intermediate feature for positioning) when model inference is at UE side.
In the case of AI/ML assisted positioning and AI/ML model inference is at the network side, UE side does not need to inform network side of device capability, and network side does not need to deliver model information to the target UE. To enable AI/ML assisted positioning, the interaction of assistance information is still necessary. The detailed specification impacts are listed as follows.
Network side should inform UE side of the required measurement type (e.g., CIR as input to AI/ML model for inference).
UE side reports requested measurement. 
Network side utilizes the AI/ML model to extract intermediate features from received measurement, and performs position estimation by conventional positioning methods. Then, networks side sends the positioning results to the target UE if the positioning application originates from UE side.

 
Information exchange procedure for AI/ML assisted positioning when model inference is at network side
For AI/ML assisted positioning, when model inference is at network side, request to and feedback from the target UE of the necessary measurement (e.g., as the input to the AI/ML model) for model inference is needed.
A general model management procedure
In the above sections, we have listed common model operations and analyzed their potential specification impacts, respectively. Here, a general model management procedure is presented by integrating all the above model operations. For convenience, only UE based direct AI/ML positioning is given, and similar procedures can be easily extended to other cases.


A general model management procedure for UE based direct AI/ML positioning
A general model management procedure should be specially studied for AI/ML based positioning accuracy enhancement.
A detailed list of assistance signaling
From section 3.2 to section 3.6, we have analyzed the potential specification impacts of each aspect of model operation in high level, and presented a general model management procedure. There are some requirements for assistance signaling involved in this procedure to support model management. In this section, we further analyze the possible assistance signaling configuration and present a detailed list of assistance signaling. 
A detailed list of assistance signaling for model training at NW
	Procedure of model management
	Assistance signaling

	
	From network to UE
	From UE to network

	UE capability
	/
	· Device capability to support model management, e.g., data collection, model training, model inference

	Model training
	Data collection
	· PRS/SRS configuration (such as RS pattern, RS resource set)
· Data requirement (such as format, type, size, preprocessing, labeling)
	· Data collection report, including model input and label

	Model indication/configuration
	Model transfer
	· Model information (such as structure, parameters, input type and shape, output type and shape)
· Meta information 
	/

	
	Model activation/
deactivation
	· Dedicated signaling for model activation/deactivation
· Model ID to be activated/deactivated
	/

	
	Model selection
	· A model pool for positioning
· A set of selected model ID
	/

	Model monitoring and updating
	Model monitoring at network
	· Performance metrics fed back from UE (such as positioning error, channel condition, movement status)
· Model validity identification
	· Required Performance metrics
· Other information useful for model monitoring (such as PRS quality, sensor information, movement status, and positioning results from other positioning methods)

	
	Model monitoring at UE
	· Performance metrics monitored at UE (such as positioning error, channel condition, movement status)
	· Model validity identification

	
	Model updating/ fine-tuning at network side
	/
	/

	
	Model updating/ fine-tuning at UE
	· Training configuration (such as  training method, learning rate, optimizer, epochs)
· Pre-trained Model information (such as structure, parameters, input type and shape, output type and shape)
· Training data (e.g., collected by UEs)
	Model training termination instruction

	Model inference at UE
	Direct AI/ML positioning
	/
	/

	
	AI/ML assisted positioning
	Required measurement result type(such as ToA, LOS/NLOS identification)
	· Intermediate features (such as TOA, LOS/NLOS identification)

	Model inference at network
	Direct AI/ML positioning
	· Required measurement type (such as CIR)
	· Measurement (such as CIR)

	
	AI/ML assisted positioning
	· Required measurement type (such as CIR)
	· Measurement (such as CIR)



Support to study detailed assistance signaling configuration when the model management procedure for AI/ML based positioning is agreed.

Conclusions
In this contribution, we discuss AI/ML based positioning accuracy enhancement with the following observations and proposals.
1. Both direct AI/ML positioning and AI/ML assisted positioning show significant accuracy improvement compared to conventional RAT-dependent positioning methods in a heavy NLOS scenario. 
1. There’s no need to consider other sub use case(s) as representative or to down select between direct AI/ML positioning and AI/ML assisted positioning during this SI for performance and potential specification impact study. 
1. Support time domain CIR as one model input for training of AI/ML model for positioning.
 At least the following three points of consensus should be reached for data collection:
When the entity conducting model training and data collection is not the same, collected data should be delivered from the data-collection entity to the model-training entity. 
When there is no reciprocity between the uplink and downlink channels, downlink CIR should be measured and collected for downlink positioning, and vice versa. 
Primary training label should be collected by UE-side, which can be pre-processed by other entities to generate new training label. Training input could be collected by UE side or network side, which depends on downlink positioning or uplink positioning. 
1. Some dedicated reference signals should be configured to support data collection if necessary, such as PRS configuration for downlink positioning and SRS configuration for uplink positioning.
1. Further study related assistance information at least consisting of RS configuration and data collection indication to support data collection.
1. Both PRUs and regular UEs can be used to perform data collection.
1. Further study the specification impact of data collection for semi-supervised learning. 
1. Real-time on-device model training with a large-scale dataset should be avoided at UE side. 
1. Other potential issues on data quality and terminal capability should be considered for data collection. 
1. When AI/ML model is deployed at UE side, network side should transfer the model information to the target UE.
1. Model information should contain meta-information indicating model capability and the physical and network environment or condition under which the model is suitable for operation.
1. The process of model activation and deactivation is needed to flexibly control the model's lifecycle, so as to ensure positioning performance.
1. Network side could send a model selection instruction to instruct the target UE to select a suitable model from the model pool, when the current model does not work well. 
1. The assistance information from network side is required to support model monitoring at UE side.
1. The assistance information from UE side is required to support model monitoring at network side.
1. The possible AI/ML model monitoring performance metrics are listed as follows：
Monitoring based on data distribution
· CSI distribution
· SINR distribution
· Synchronization error distribution
· Other possible features, such as delay spread distribution, CIR error distribution.
Monitoring based on applicable condition
· Environment monitoring, such as by visual sensors deployed at factories.
· RS configuration matching
Monitoring based on inference accuracy 
· Inference error distribution (location or other intermediate features)
Monitoring based on other valid information.
· Motion state information. 
Dedicated reference signals may be required to obtain performance metrics so as to support model monitoring.
Study specific model monitoring approaches, and at least the KPI of accuracy and relevance should be considered as a start point.
1. When fine-tuning is conducted at UE side, UE capability corresponding to fine-tuning is required.
1. To enable model fine-tuning when AI/ML model inference is at UE side, support assistance information to the target UE about pre-trained model and training configuration.
1. Training data collection request for model fine-tuning and feedback from the target UE is required to support model fine-tuning at network side.
1. The result of model monitoring and the achievability of model updating should be jointly considered as the condition of model updating.
1. Support time domain CIR as one model input for AI/ML based positioning.
1. For direct AI/ML positioning, when model inference is at network side, request to and feedback from the target UE of the necessary measurement (e.g., as the input to the AI/ML model) for model inference is needed.
1. For AI/ML assisted & UE assisted positioning, support the target UE to report the output of AI/ML model inference (intermediate feature for positioning) when model inference is at UE side.
1. For AI/ML assisted positioning, when model inference is at network side, request to and feedback from the target UE of the necessary measurement (e.g., as the input to the AI/ML model) for model inference is needed.
1. A general model management procedure should be specially studied for AI/ML based positioning accuracy enhancement.
1. Support to study the detailed assistance signaling configuration when the model management procedure for AI/ML based positioning is agreed.
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