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In this contribution, we focus on the above two possible sub-use cases of beam management case1 and case2, i.e., spatial domain beam prediction and time domain beam prediction, for studying potential specification impacts.
2 Finalization of representative sub use cases
1. 
Beam prediction solutions for BM-Case1 and BM-Case2
According to performance comparisons for different beam prediction solutions in our evaluation contribution [2], observations can be summarized as below:
· Original beam pair prediction
· Beam pair prediction with fixed subset can have good performance in ideal scenarios but it lacks flexibility;
· Beam pair prediction with random subset including L1-RSRP and Tx/Rx beam ID or angle as assistance information into the AI model is helpful to reduce performance loss;
· Beam pair prediction with semi-random selection with Tx/Rx beam angle information as input barely suffers performance loss compared with the best fixed subset;
· Output size of original beam pair prediction is associated with the total number of Tx beams and the total number of Rx beams, which limits AI model deployed in difference gNB/UE capabilities with a distinct number of Tx/Rx beams.
· Enhanced beam pair prediction
· Beam pair prediction with expected Tx and/or Rx beam information can enable the utilization of a trained AI model to different numbers of Tx or Rx beams with marginal performance loss;
· Generalization performance on various number of Tx and/or Rx beams can be improved by using expected Tx beam information and/or expected Rx beam information as AI input for different AI deployment scenarios.
· DL Tx beam prediction
· DL Tx beam prediction scheme can achieve the best performance with dynamically applicable to different number of Rx beams only when P2 procedure assuming the best Rx beam.
· As the prediction targets of this solution is only associated with Tx beams, the generalization performance as well as beam prediction accuracy is improved with conditional Rx beam assumption.
Among all these solutions, one particular issue which requires more early discussion is beam pair prediction (including original beam pair prediction and enhanced beam pair prediction) v.s. DL Tx beam prediction (with DL Rx beam assumption). This decision impacts directions of further evaluation and standard impact discussion. Specifically, the model input of enhanced beam pair prediction scheme at least includes measured L1-RSPR with semi-random subset selection, corresponding Tx/Rx beam angle information, and expected Tx and/or Rx beam angle information, while measured L1-RSPR with semi-random subset selection and corresponding Tx/Rx beam angle information shall be used in DL Tx beam prediction with Rx beam assumption. We, thus propose,
Study the two AI-based beam prediction solutions for both BM-Case1 and BM-Case2, i.e. enhanced beam pair prediction scheme and DL Tx beam prediction scheme, and considering specification impacts with generalization aspects, such as Set B construction, supported number of Tx/Rx beams, various number of antenna configurations, etc.
Issues on training/inference location
Another issue that can impact beam prediction solution is AI/ML training and inference location. It was agreed that AI/ML training is at either gNB side or UE side, while AI/ML inference can be at gNB side or UE side as well. Thus, there are 4 combinations of AI/ML training and inference location to be discussed:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
· Alt.4. AI/ML model training at UE side, AI/ML model inference at gNB side
Alt.1 and Alt.2 is a one-side AI solution where this AI model is trained and inferenced at same side, while Alt.3 and Alt.4 needs model transfer in principle. Besides, this discussion is related with collaboration level discussion in 9.2.1. Alt.1 or Alt.2 may need the support of level-y, and Alt.3 or Alt.4 may need the support of level-z. 
For Alt.4, if AI models in multiple accessed UEs should be transferred to gNB, the required memory storage in NW side seems unaccepted. We believe Alt.4 is not a suitable solution for further potential specification study.
For Alt.1 combined with above two prediction solutions, i.e. NW side AI/ML beam prediction with enhanced beam pair prediction and DL Tx beam prediction, it seems that all needed L1-RSRPs with related assistance information from UE side, such as Rx beam pointing angle, Rx beam width, expected Rx beam information etc., should be signaled to gNB that will increase beam report overhead dramatically.
In contrast, the overhead of beam report is generally smaller in UE-side AI/ML with enhanced beam pair prediction compared to network-side solution. As for the AI/ML model for beam prediction, only Top-k predicted L1-RSRP and beam indication information should be reported. However, extra specification impacts are needed, such as Tx sweeping beam pattern indication and Tx sweeping beam information indication, for improving beam prediction performance. As considering generalization performance in cell switching with different number of gNB Tx beams, and the output size of UE-side AI/ML with DL Tx beam prediction is fixed related to training stage, this UE side AI model with DL Tx beam prediction solution seems not applicable any more if accessed cell is switched, unless special consideration is given on the input/output design such as using expected information as elaborated in section 2.1. Thus, for Alt.2, although report overhead can be reduced, extra signaling from gNB should be indicated and beam prediction solution is limited with considering generalization/scalability aspect.  
For Alt.3, the AI model can be a cell specific solution that it needs to be trained at Network side and then delivered to its accessed UE. Generalization for one model is a good study point, but it cannot address all the issues caused by NW channel environment change or configuration change. Hence Alt 3 is needed to make sure the overall performance is satisfactory. Although Alt.3 faces the AI/ML model representation format issue and model delivery overhead issue, the UL report overhead can be reduced as the model delivery is to be carried in DL, in comparison with Alt.1. Generally, UL resource is more limited than DL, esp. considering model delivery is likely to be higher layer DL signaling. Further, Alt 3 does not require training model in UE side, which is an energy saving solution to improve user experience. 
As we analyzed above, assistance information, such as antenna configuration, Tx beam angle, etc., should be signaled to UE for Alt.2. However, such NW-side information can be sensitive in some cases. UE and NW may have mismatch on interpreting these parameters. If mismatch NW-side beam information is used, significant performance deterioration can be observed for AI based beam prediction scheme in Alt.2 which can be found in below tables.
Table 1: performance comparison between matched NW beam information and mismatch NW beam information for AI based beam pair prediction scheme in BM-Case1
	Simulation assumption
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4/1 [%]

	Matched NW beam information
	1.91
	56.68
	68.10
	86.03

	Mismatched NW beam information
	20.67
	2.74
	12.08
	9.29


*Note: Results and more simulation assumptions can be found in our evaluation contribution [2] of section 4.2.1.1.
Table 2: performance comparison between matched NW beam information and mismatch NW beam information for AI based beam pair prediction scheme in BM-Case2
	Simulation assumption
	Ave. RSRP
 diff. [dB]
	Accuracy 
for Top-1 [%]
	Accuracy 
for Top-4/1[%]

	
	
	
	

	Matched NW beam information
	0.80 
	74.01
	92.96

	Mismatched NW beam information
	12.58 
	9.17
	45.17


*Note: Results and more simulation assumptions can be found in our evaluation contribution [2] of section 4.3.3.
Large performance loss can be found if using mismatch NW-side beam information in AI input from above two tables in both BM-Case1 and BM-Case2. By contrast, if an AI model inferenced at UE side is trained by network, a cell specific AI solution can be achieved with generalization consideration and infra vendors may not need to signal such information. Even though some NW-side beam information shall be signaled to UE for AI model performance improvement in Alt.3, NW can always use correct beam information for training as model is trained by NW. Thus, we strongly recommend Alt.3 should be studied with considering aspects on model generalization and NW information disclosure issues.
To sum up, we have following observations based on our analysis,
1. The memory storage requirement in NW side for UE specific models seems unaccepted for Alt.4.
1. Report overhead may increase dramatically but with less specification impacts for Alt. 1 with enhanced beam pair prediction solution and DL Tx beam prediction solution.
1. [bookmark: OLE_LINK16]Report overhead can be reduced to top-k L1-RSRP and its related Rx beam information, but assistance information including NW-side information, such as antenna configuration, Tx beam angle, etc., should be signaled to UE for Alt.2.
1. Due to UE side model training, if mismatch NW-side beam information is signaled to UE, significant performance deterioration can be observed for AI based beam prediction scheme in Alt.2.
1. Report overhead and UE energy/complexity is limited for Alt.3, but model transfer is needed.
1. For Alt.3, a cell specific AI solution can be achieved with generalization consideration and infra vendor may not need to disclose NW-side information such as antenna configuration, Tx beam angle, etc.
It can be found that, except Alt.4, other alternatives may have its pros and cons. Thus, at current stage, we recommend other companies who want to deprioritize Alt.3 can further study its pros and cons compared to Alt.2.
For the sub use case BM-Case1 and BM-Case2, at least support to further study Alt.1, Alt.2 and Alt.3 for AI/ML model training and inference:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
Issues on AI input
In our evaluation contribution [2], it has been proved that only one pre-defined beam subset with fixed pattern included in AI input may show good performance in theory, but it lacks flexibility as in practical implementation, since a particular beam or beam pair may suffer performance loss due to unexpected channel variation like blockage, and may cause large interference. We also demonstrate AI input including L1-RSPR measured from semi-random beam subset, corresponding Tx beam information, corresponding Rx beam information, and expected Tx and/or expected Rx beam information, can also provide comparable performance but with higher flexibility and better generalization performance. We, thus, propose,
Regarding to BM-Case1 and BM-Case 2, at least prioritize following AI input information for further study on specification impact:
· L1-RSPR measurement based on Set B
· Corresponding DL Tx beam pointing angle/ID
· Corresponding DL Rx beam pointing angle/ID
· Expected Tx and/or expected Rx beam angle/ID
· Further discuss other information, such as Tx and/or Rx beam shape information, 3dB beam-width, etc. 
Support to study specification impact on Set B selection with semi-random beam subset selection scheme which can provided comparable gain to fixed scheme but with higher flexibility and better generalization performance.
Further, we have shown that using angle brings higher performance gain than using beam ID even with global ID consensus, and beam prediction performance degenerates significantly if using local beam ID as model input.  Companies may have concern that using angles as assistant information may disclose implementation details from vendors. Hence, we think assistant information needs to defined carefully to balance proprietary information protection and AI/ML performance. Take beam angle as an example. We think the input beam angle doesn’t need to be the exact beam angle used in gNB’s or UE’s beamforming implementation. Instead, it can be a mapped beam angle information where the mapping between the real angle and input angle can be known only by the gNB or UE to perform beamforming.
Even assistance information, such as Tx and Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beam-width, etc., is widely used for AI input in performance evaluation across companies, there are companies negative to disclose any proprietary/privacy information based on previous discussion. However, for AI model trained at UE side, using the above information is essential to ensure beam prediction performance for the AI model inference. Besides, there is no clear definition of proprietary/privacy information. As we discussed above for beam angle, the delivered information from NW can be a virtual parameter mapped from the real beam shape information (Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beam-width, etc.), where the mapping between the real beam shape and the virtual beam shape can be known only by NW. Then NW does not need to disclose any privacy information if it does not want to. How to ensure the beam prediction performance while trying to protect such proprietary/privacy information requires further study. Thus, we propose,
For the determination/selection of assistance information, 
· The performance, model generalization and potential specification impacts should be considered.
· Study how to protect sensitive proprietary/privacy information and disclose beam specific related assistance information.
Issues on AI output
In RAN1#110 meeting, the following agreement was made for AI/ML output,
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output

The main difference between Alt.1 and Alt.3 is the result type of AI/ML model output, where beam ID or beam angle is used respectively. As we described above, for the case using local beam ID as model input, beam prediction performance degenerate significantly. If global beam ID is used, we believe beam ID and beam angle has the similar essential meaning which maintains a same understanding on beam ID and angle mapping across different AI model owners and users. Thus, from our perspective, it is indeed the same meaning for Alt.1 and Alt.3 with global beam ID used.
For Alt.2, beam ID and other information, such as probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, predicted beam failure, can be obtained from AI output instead of L1-RSRP information. As there are no top-k predicted L1-RSRPs can be directly acquired by gNB in this Alt, regardless of AI model inference location, additional beam sweeping resources for predicted beam RSRP confirmation are needed with beam management latency increased. However, how to use the other information and its benefit are not clear.
Another issue for output is how to produce the N output beams/beam pairs. As we elaborate above for model input and in section 4.2.2 of our EVM contribution [2], to make a trained AI model scalable to different number of Tx/Rx beams, it is beneficial to produce the N output beams based on expected beam information input to the AI model.
Support to prioritize following AI output for further study on specification impact:
· Tx and/or Rx Beam ID(s)/angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams.
· The N predicted Tx/Rx beams can be produced according to the expected beam information input to the AI model
· FFS: study global beam ID or local beam ID
· FFS: study global beam information, e.g. global beam ID or beam angle, with minimum exposures of implementation details
Suggest to deprioritize Alt.2, i.e. Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information, for further study specification impact. 
3 Discussion on specification impact
In this section, we will analyze specification impact on aspects including model deployment with various collaboration levels, life cycle management, and training/inference procedure for beam management sub use cases.
4 
3.1 Discussion on collaboration levels
The beam management AI/ML Model can be a one-sided model, which is either a UE-side model or a Network-side model. There are now two schemes for both case1 and case2 of beam management. One scheme is beam pair prediction, and the other is two-step (DL Tx beam) prediction. The model inference of former requires assistant information from the other side. For example, if model inference is conducted on UE-side, and beam angle information of BS-side helps improve prediction accuracy significantly. Hence, the recommended collaboration level of beam pair prediction scheme is at least level-y as presented in our companion contribution [3]. For two-step scheme, evaluation result shows that compared to using second best Rx beam, using best Rx beam achieves much higher Tx beam prediction accuracy. For instance, when model inference of Tx beam prediction is performed at the network, and assistant configuration at the UE, i.e. configuration of best Rx beam, helps enhance performance. Therefore, the recommended collaboration level of two-step scheme is also level-y. If model is trained at one side and model inference is performed at the other side, then level-z is required.
For case 1 and case 2 of beam management, both collaboration level level-y, and collaboration level-z can be considered.
For life cycle management of beam management, three subcases are considered according the supportable model update levels. 
· The simplest level is that model has been offline trained and both model parameter and structure cannot be changed. In this case, life cycle management procedure is denoted as subcase 1, which includes model activation, data collection for model inference, model inference, data collection for model monitoring, model monitoring and model deactivation. 
· The second level is to support updating model parameter or structure w/o model transfer. Take beam pair prediction scheme as an example, if a UE moves from one cell to another, and assume that beam shape of target cell is different from source cell, and generalization of model is not good enough. It is better to perform model switching, besides subcase 1. 
· If all available models cannot provide satisfied performance, then new models are generated based on model training. Based on training is performed on the 3rd part server or model inference side, there are two subcategories. 
· If model training is performed at the third-party server, life cycle management includes training data collection, model switching and subcase 1. 
· If model is trained on the inference side, life cycle management consists of data collection for model training, model training, model validation, model testing and subcase 1.  
· The third level is to support updating model parameter and/or structure by model transfer. This level corresponds to level z in [3].  
· Specifically, to perform model updating, model training is conducted on the other side in the system different from model inference side. Then the life cycle management includes data collection for model training, model training, model validation, model testing, model transfer and subcase 1. 
· It is worthy to note that in this level, the relevant part of model training can also be offline work without much specification impact, when multiple models are trained before deployment and stored in the other side of model inference end.  In this subcase, life cycle management includes model switching, model transfer and sub-case 1.
Take the following supportable model update choices as one aspect for defining model update levels of beam management.
· Choice 0: No model update during lifecycle management
· Choice 1: Updating model parameter or structure w/o model transfer
· Choice 2: Updating model parameter or structure with model transfer
· Study the lifecycle management signaling and procedures for each of the collaboration levels and model updating choices.
3.2 Potential specification impact under LCM procedure
In this section, we will analyze specification impacts on these 3 targets, i.e. model training, model inference, and model monitoring, with 3 beam prediction solutions which are enhanced beam pair prediction, DL Tx beam prediction and DL Rx beam prediction. Specifically, specification impact for DL Rx beam prediction for P3 also requires analysis if it is proven beneficial in further evaluation in Rel-18. Besides, as mentioned in section 2.2 regarding with training and inference location, at least 3 alternatives shall be studied, i.e. Alt.1: AI/ML model training and inference at NW side, Alt.2: AI/ML model training and inference at UE side, Alt.3: AI/ML model training at NW side and AI/ML model inference at UE side. We will first analyze beam prediction solution for different model deployment scenarios,
Beam prediction solution analysis for Alt.1:
As both model training and inference shall be at NW side for Alt.1, the output of AI based beam prediction solution should be related to the number of Tx beams only. Expected Rx beam information can be used as AI input in option 1 for enhanced beam pair prediction solution to improve generalization performance, and it may not be practical to implement DL Rx beam prediction in NW side, i.e. option 3. Thus, only option 1 with expected Rx beam information scheme and option 2 shall be discussed with Alt.1. 
Beam prediction solution analysis for Alt.2:
AI model in Alt.2 shall be trained and inferenced at UE side. Considering generalization purpose, expected Tx beam information can be signaled to UE as AI model input for enhanced beam pair prediction solution and DL Tx beam prediction solution to predict all beam pairs or Tx beams by performing multiple prediction running cycles. Similar to current P3 stage, option 3 with DL Rx beam prediction can be realized in UE side for Rx beam prediction through implementation but with a few specification impacts.
Beam prediction solution analysis for Alt.3:
For Alt.3, as an AI model should be trained in network side and transferred to UE side for inference, in order to avoid too frequent model transfer and thus reduce signaling overhead, this AI model should at least adapt various number of Rx beams for different accessed UEs. Thus, enhanced beam pair prediction with expected Rx beam and DL Tx beam prediction is used which is same as Alt.1 training stage.
Therefore, we have following combinations (options) under each alternative for further study,
· Alt.1 (AI/ML model training and inference at NW side)
· Option 1: Enhanced beam pair prediction with expected Rx beam(s)
· Option 2: DL Tx beam prediction
· Option 3: DL Rx beam prediction
· Alt.2 (AI/ML model training and inference at UE side)
· Option 1: Enhanced beam pair prediction with expected Tx beam(s)
· Option 2: DL Tx beam prediction with expected Tx beam(s)
· Option 3: DL Rx beam prediction
· Alt.3 (AI/ML model training at NW side and AI/ML model inference at UE side)
· Option 1: Enhanced beam pair prediction with expected Rx beam(s)
· Option 2: DL Tx beam prediction
· Option 3: DL Rx beam prediction
3.2.1 Data collection
In RAN1#110 meeting, the following agreement was made for studying data collection,
Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded
3.3.1.1 Model training and inference at NW side


Figure 1: Data collection for enhanced beam pair prediction with Alt.1
For enhanced beam pair prediction in data collection procedure, where the AI model is deployed in NW side, the following steps are needed:
· Step1: A specific beam pair resource configuration should be signaled to UE
· Step2: UE receives beam pair resources for L1-RSRP measurement
· Step3: UE reports measurement results with/without relative Rx beam information to gNB, where the Rx beam information includes measured Rx beam information and/or expected Rx beam information
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced resource configuration
· Specific beam pair resource configuration, e.g. Rx beam pattern indication.
· Enhanced beam report
· All measured L1-RSRP and/or relative Rx beam information (including measured Rx beam information and/or expected Rx beam information) should be reported to gNB
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRPs in a report where the omitted L1-RSRPs may be smaller than a pre-defined threshold.


Figure 2: Data collection for DL Tx beam prediction with Alt.1
For DL Tx beam prediction in data collection procedure, where the AI model is deployed in NW side, the following steps are needed:
· Step1: A P3 + P2 resource configuration should be signaled to UE for improving AI prediction performance
· Step2: UE measures P3 beam sweeping resources to obtain the best Rx beam 
· Step3: UE measures P2 beam sweeping resources based on the best Rx beam searched from step2
· Step4: UE only reports P2 measured results with/without relative best Rx beam information to gNB
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure.
· Enhanced beam report
· Only P2 measured L1-RSRP and/or relative best Rx beam information should be reported to gNB 
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRPs may be smaller than a pre-defined threshold.
Thus, we have following proposals for Alt.1 in data collection procedure,
For AI/ML model training and inference at NW side with enhanced beam pair prediction, at least study the following aspects for potential specification impact in data collection procedure:
· Enhanced resource configuration
· Specific beam pair resource configuration
· Enhanced beam report
· All measured L1-RSRP should be reported to gNB
· Relative Rx beam information (including measured Rx beam information and/or expected Rx beam information) as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRPs in a beam report where the omitted L1-RSRPs may be lower than a pre-defined threshold
For AI/ML model training and inference at NW side with DL Tx beam prediction, at least study the following aspects for potential specification impact in data collection procedure:
· Enhanced resource configuration
· P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
· Enhanced beam report
· Only P2 measured L1-RSRP should be reported to gNB
· Best Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRPs may be lower than a pre-defined threshold
3.3.1.2 Model training and inference at UE side


Figure 3: Data collection for enhanced beam pair prediction with Alt.2
For enhanced beam pair prediction in data collection procedure, where the AI model is deployed in UE side, the following steps are needed:
· Step1: UE may send a request for data collection purpose with P1 resources requirement
· Step2: A specific beam pair resource configuration with Tx beam indication (including measured Tx beam information and/or expected Tx beam information) should be signaled to UE
· Step3: UE receives beam pair resources for L1-RSRP measurement
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced request signaling 
· UE may request beam pair sweeping resources for data collection purpose
· UE may request the minimum number of beams in advance or with resource request 
· UE may request Tx beam information (for measured Tx beam and/or expected Tx beam as model input) that should be signaled from gNB
· Enhanced resource configuration
· Specific beam pair resource configuration
· Tx beam information (such as ID or angle for measured Tx beam and/or expected Tx beam as model input) may be signaled in resource configuration


Figure 4: Data collection for enhanced DL Tx beam prediction with Alt.2
For enhanced DL Tx beam prediction in data collection procedure, where the AI model is deployed in UE side, the following steps are needed:
· Step1: UE may send a request for data collection purpose with P3+P2 resources requirement
· Step2: A P3+P2 resource configuration with Tx beam information (such as ID or angle for model input, including measured Tx beam information and/or expected Tx beam information) should be signaled to UE
· Step3: UE measures P3 beam sweeping resources to obtain the best Rx beam 
· Step4: UE measures P2 beam sweeping resources based on the best Rx beam searched from step3
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced request signaling 
· UE may request P3+P2 beam sweeping resources for data collection purpose
· UE may request the minimum number of beams in advance or with P2+P3 resource request
· UE may request Tx beam information (such as ID or angle for model input, including measured Tx beam information and/or expected Tx beam information) that should be signaled from gNB
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure.
· Tx beam information (such as ID or angle for model input, including measured Tx beam information and/or expected Tx beam information) may be signaled in resource configuration


Figure 5: Data collection for DL Rx beam prediction with Alt.2
For DL Rx beam prediction in data collection procedure, where the AI model is deployed in UE side, the following steps are needed:
· Step1: UE may send a request for data collection purpose with P3 resources requirement
· Step2: A P3 resource configuration with Tx beam indication should be signaled to UE
· Step3: UE measures P3 beam sweeping resources
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced request signaling 
· UE may request P3 beam sweeping resources for data collection purpose
· UE may request the minimum number of repetitions for P3 procedure in advance or with resource request
· UE may request Tx beam information that should be signaled from gNB
We, thus, propose,
For AI/ML model training and inference at UE side with enhanced beam pair prediction, at least study the following aspects for potential necessary specification impact in data collection procedure:
· Enhanced request signaling
· Beam pair resources request
· Minimum number of beams request in advance or with resource request 
· Tx beam information (including measured Tx beam and/or expected Tx beam) request
· Enhanced resource configuration
· Specific beam pair resource configuration
· Tx beam information (such as 3dB beam width, ID or angle for measured Tx beam and/or expected Tx beam in model input) may be signaled with resource configuration
For AI/ML model training and inference at UE side with enhanced DL Tx beam prediction, at least study the following aspects for potential necessary specification impact in data collection procedure:
· Enhanced request signaling
· P3+P2 beam sweeping resources request
· Minimum number of beams request in advance or with resource request 
· Tx beam information request
· Enhanced resource configuration
· P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
· Tx beam information (such as 3dB beam width, ID or angle for measured Tx beam and/or expected Tx beam in model input) may be signaled with resource configuration
For AI/ML model training and inference at UE side with DL Rx beam prediction, at least study the following aspects for potential necessary specification impact in data collection procedure:
· Enhanced request signaling
· P3 beam sweeping resources request
· Minimum number of repetition request in advance or with resource request 
· Tx beam information request
3.3.1.3 Model training at NW side and model inference at UE side 
As an AI model should be trained in network side, and enhanced beam pair prediction with expected Rx beam and DL Tx beam prediction is used, which is same as Alt.1 training stage, Alt.3 has similar data collection procedure as well as potential specification impacts. Therefore, we propose,
For Alt.3. which is AI/ML model training at NW side and inference at UE side, it has similar data collection procedure and potential specification impacts as Alt.1, i.e. both model training and model inference at NW side, for enhanced beam pair prediction and DL Tx beam prediction scheme.
3.3.2 Model inference
In RAN1#110 meeting, the following agreement was made for studying model inference,
Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
In RAN1#110bis-e meeting, following agreements were made for further study,
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
3.3.2.1 Model training and inference at NW side


Figure 6: Model inference procedure for enhanced beam pair prediction with Alt.1
For enhanced beam pair prediction in model inference procedure, where the AI model is deployed in NW side, the following steps are needed:
· Step1: UE may send expected Rx beam information, such as supported DL Rx beam angles, supported DL Rx beam scope, etc. 
· Step2: Beam pair resource configuration from gNB 
· Step3: UE receives beam pair resources for L1-RSRP measurement
· Step4: UE report measured results with/without relative Rx beam information to gNB
Based on the above steps, the following potential specification impacts can be identified:
· New Signaling
· Expected DL Rx beam information report, such as supported DL Rx beam angle or scope at UE side.
· Enhanced resource configuration
· Specific beam pair resource configuration, e.g. Rx beam pattern indication.
· Enhanced beam report
· All measured L1-RSRP and/or relative Rx beam information should be reported to gNB
· Considering report overhead reduction, such as enhanced L1-RSPR quantization method, reducing unnecessary L1-RSRP in a report where the omitted L1-RSRPs may be lower than a pre-defined threshold.


Figure 7: Model inference procedure for DL Tx beam prediction with Alt.1
For DL Tx beam prediction in model inference procedure, where the AI model is deployed in NW side, the following steps are needed:
· Step1: A P3 + P2 resource configuration should be signaled to UE for improving AI prediction performance
· Step2: UE measures P3 beam sweeping resources to obtain the best Rx beam 
· Step3: UE measures P2 beam sweeping resources based on the best Rx beam searched from step2
· Step4: UE only reports P2 measured results with/without relative best Rx beam information to gNB
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure.
· Enhanced beam report
· Only P2 measured L1-RSRP and/or relative best Rx beam information should be reported to gNB 
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRPs may be lower than a pre-defined threshold.
Thus, we have following proposals for Alt.1 in model inference procedure,
For AI/ML model training and inference at NW side with enhanced beam pair prediction, at least study the following aspects for potential necessary specification impact in model inference procedure:
· New signaling
· Expected Rx beam information should be reported, such as supported DL Rx beam angle or scope at UE side
· Enhanced resource configuration
· Specific beam pair resource configuration
· Enhanced beam report
· All measured L1-RSRP should be reported to gNB
· Relative Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP in beam report where the omitted L1-RSRPs may be lower than a pre-defined threshold
For AI/ML model training and inference at NW side with DL Tx beam prediction, at least study the following aspects for potential necessary specification impact in model inference procedure:
· Enhanced resource configuration
· P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
· Enhanced beam report
· Only P2 measured L1-RSRP should be reported to gNB
· Best Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRPs may be lower than a pre-defined threshold
In RAN1#110bis-e meeting, following working assumption was made for studying model inference,
Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
Based on above model inference procedure and relative analysis of potential specification impacts, we thus, propose,
Confirm above working assumption that a UE can report measurement results of more than 4 beams in one reporting instance for BM-Case1 and BM-Case2 with a network-side AI/ML model.
3.3.2.2 Model training and inference at UE side


Figure 8: Model inference procedure for enhanced beam pair prediction with Alt.2
For enhanced beam pair prediction in model inference procedure, where the AI model is deployed in UE side, the following steps are needed:
· Step1: Expected Tx beam information should be signaled to UE in advance for AI model cycling 
· Step2: gNB should be configured a specific beam pair resource configuration with Tx beam indication 
· Step3: UE receives beam pair resources for L1-RSRP measurement
· Step4: UE report predicted L1-RSRP and relative Tx/Rx beam information 
Based on the above steps, the following potential specification impacts can be identified:
· New Signaling
· Expected DL Tx beam information indication, such as DL Tx beam angles or angle scopes.
· Renew beam pattern request from UE if bad L1-RSRPs are measured from previous beam pattern
· Enhanced resource configuration
· Specific beam pair resource configuration
· Tx beam information (such as ID or angle) may be signaled with resource configuration
· Enhanced beam report
· Predicted L1-RSRP and relative Tx/Rx beam information should be reported to gNB
· A fallback beam report including only measured results, rather than predicted results, as well as non-predicted L1-RSRP indication if all measured results may not be suitable for AI based beam prediction.


Figure 9: Model inference procedure for enhanced DL Tx beam prediction with Alt.2
For enhanced DL Tx beam prediction in model inference procedure, where the AI model is deployed in UE side, the following steps are needed:
· Step1: Expected Tx beam information should be signaled to UE in advance for AI model cycling 
· Step2: gNB should be configured a P3+P2 resource configuration with Tx beam indication 
· Step3: UE measures P3 beam sweeping resources to obtain the best Rx beam 
· Step4: UE measures P2 beam sweeping resources based on the best Rx beam searched from step3
· Step5: UE report predicted L1-RSRP and relative Tx beam information 
Based on the above steps, the following potential specification impacts can be identified:
· New Signaling
· Expected DL Tx beam information indication, such as DL Tx beam angles or angle scopes.
· Renew beam pattern request if bad L1-RSRPs are measured from previous beam pattern
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure.
· Tx beam information (such as ID or angle) may be signaled with resource configuration
· Enhanced beam report
· Predicted L1-RSRP and relative Tx beam information should be reported to gNB
· A fallback beam report including only measured results, rather than predicted results, as well as non-predicted L1-RSRP indication if all measured results may not suitable use for AI based beam prediction


Figure 10: Model inference procedure for DL Rx beam prediction with Alt.2
For DL Rx beam prediction in model inference procedure, where the AI model is deployed in UE side, the following steps are needed:
· Step1: UE may send a request or capability report for model inference purpose with P3 resources requirement
· Step2: A P3 resource configuration with Tx beam indication should be signaled to UE
· Step3: UE measures P3 beam sweeping resources
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced resource configuration 
· UE may report minimum number of repetitions for model inference before P3 resource configuration
· Tx beam information may be signaled to UE
Therefore, we have following proposals for Alt.2 in model inference procedure,
For AI/ML model training and inference at UE side with enhanced beam pair prediction, at least study the following aspects for potential specification impact in model inference procedure:
· New Signaling
· Expected DL Tx beam information indication, such as DL Tx beam angles or angle scopes.
· Renew beam pattern request from UE
· Enhanced resource configuration
· Beam pair resources configuration
· Tx beam information indication 
· Enhanced beam report
· Predicted L1-RSRP and relative Tx/Rx beam information report
· A fallback beam report including only measured results, rather than predicted results, as well as non-predicted L1-RSRP indication if all measured results may not suitable use for AI based beam prediction
For AI/ML model training and inference at UE side with enhanced DL Tx beam prediction, at least study the following aspects for potential specification impact in model inference procedure:
· New Signaling
· Expected DL Tx beam information indication, such as DL Tx beam angles or angle scopes.
· Renew beam pattern request from UE
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure 
· Tx beam information indication 
· Enhanced beam report
· Predicted L1-RSRP and relative Tx/Rx beam information report
· A fallback beam report including only measured results, rather than predicted results, as well as non-predicted L1-RSRP indication if all measured results may not suitable use for AI based beam prediction
For AI/ML model training and inference at UE side with DL Rx beam prediction, at least study the following aspects for potential specification impact in model inference procedure:
· Enhanced resource configuration
· UE may report minimum number of repetitions for model inference before P3 resource configuration
· Tx beam information may be signaled to UE
3.3.2.3 Model training at NW side and model inference at UE side 
As same inference location for Alt.1 and Alt.3, we will focus on specification impacts on model transfer related procedure.


Figure 11: Model inference procedure for enhanced beam pair prediction and DL Tx beam prediction with Alt.3
gNB may transfer the trained model which can adapt different capabilities of accessed UEs, and then the UE may activate the model based on the model configuration autonomously or with explicit activation indication from RAN node after UE model confirmation signaling. Thus, the UE performs L1-RSRP measurement and following model inference procedure. 
In model inference procedure, Alt.3, i.e. model training at NW side and model inference at UE side, with enhanced beam pair prediction and DL Tx beam prediction scheme has similar specification impacts as an AI model trained and inferenced at UE side.
Study signaling aspects enhancement related to the procedure of model transfer, model registration and model activation, for the case with AI/ML model training at NW side and AI/ML model inference at UE side.
3.3.3 [bookmark: OLE_LINK17][bookmark: OLE_LINK18]Model monitoring
In RAN1#110 meeting, following agreement was made for studying model monitoring,
Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
In RAN1#110bis-e meeting, following agreements were made for further study,
[bookmark: _Hlk117704969]Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
[bookmark: _Hlk117694139]Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.
3.3.3.1 Monitoring procedure with a network-side AI/ML model


Figure 12: Model monitoring procedure for enhanced beam pair prediction with Alt.1
For enhanced beam pair prediction in model monitoring procedure, where the AI model is operated in NW side, the following steps are needed:
· Step1: A specific beam pair resource configuration should be signaled to UE
· Step2: UE receives beam pair resources for L1-RSRP measurement
· Step3: UE report measured results with/without relative Rx beam information to gNB as labels
· Step4: gNB can monitor model performance
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced resource configuration
· Specific beam pair resource configuration, e.g. Rx beam pattern indication.
· Enhanced beam report
· All measured L1-RSRP and/or relative Rx beam information should be reported to gNB as labels
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP in a report where the omitted L1-RSRP may be lower than a pre-defined threshold.


Figure 13: Model monitoring procedure for DL Tx beam prediction with Alt.1
For DL Tx beam prediction in model monitoring procedure, where the AI model is operated in NW side, the following steps are needed:
· Step1: A P3 + P2 resource configuration should be signaled to UE for improving AI prediction performance
· Step2: UE measures P3 beam sweeping resources to obtain the best Rx beam 
· Step3: UE measures P2 beam sweeping resources based on the best Rx beam searched from step2
· Step4: UE only reports P2 measured results with/without relative best Rx beam information to gNB as labels
· Step5: gNB can monitor model performance
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure.
· Enhanced beam report
· Only P2 measured L1-RSRP and/or relative best Rx beam information should be reported to gNB as labels 
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRP may be lower than a pre-defined threshold.
Thus, we have following proposals for Alt.1 in model monitoring procedure,
For a network-side AI model with enhanced beam pair prediction, at least study the following aspects for potential specification impact in monitoring procedure:
· Enhanced resource configuration
· Specific beam pair resource configuration
· Enhanced beam report
· All measured L1-RSRP should be reported to gNB as labels
· Relative Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRPs in beam report where the omitted L1-RSRP may be lower than a pre-defined threshold
For a network-side AI model with DL Tx beam prediction, at least study the following aspects for potential specification impact in model monitoring procedure:
· Enhanced resource configuration
· P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
· Enhanced beam report
· Only P2 measured L1-RSRP should be reported to gNB as labels
· Best Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRPs may be lower than a pre-defined threshold
3.3.3.2 Monitoring procedure with a UE-side AI/ML model


Figure 14: Model monitoring procedure for enhanced beam pair prediction with Alt.2
For enhanced beam pair prediction in model monitoring procedure, where the AI model is operated in UE side, the following steps are needed:
· Step1: UE may send monitoring request information with P1 resources requirement including the number of requested labels, such request can also be triggered by certain events
· Step2: A specific beam pair resource configuration with Tx beam indication should be signaled to UE
· Step3: UE receives beam pair resources for L1-RSRP measurement
· Step4: UE may report monitoring results to gNB
· Step5: NW makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced request signaling 
· UE may request beam pair sweeping resources for model monitoring purpose including the number of requested labels, and potentially some associated triggering events to be defined
· UE may request the minimum number of beams in advance or with resource request 
· UE may request Tx beam information that should be signaled from gNB
· Enhanced resource configuration
· Specific beam pair resource configuration
· Tx beam information (such as ID or angle) may be signaled with resource configuration
· New signaling
· Monitoring result report
· Monitoring indication from network for further model management decisions


Figure 15: Model monitoring procedure for DL Tx beam prediction with Alt.2
For enhanced DL Tx beam prediction in model monitoring procedure, where the AI model is operated in UE side, the following steps are needed:
· Step1: UE may send a request for model monitoring purpose with P3+P2 resources requirement including the number of requested labels, such request can also be triggered by certain events
· Step2: A P3+P2 resource configuration with Tx beam indication should be signaled to UE
· Step3: UE measures P3 beam sweeping resources to obtain the best Rx beam 
· Step4: UE measures P2 beam sweeping resources based on the best Rx beam searched from step3
· Step5: UE may report monitoring results to gNB
· Step6: NW makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
Based on the above steps, the following potential specification impacts can be identified:
· Enhanced request signaling 
· UE may request P3+P2 beam sweeping resources for model monitoring purpose including the number of requested labels, and potentially some associated triggering events to be defined
· UE may request the minimum number of beams in advance or with P2+P3 resource request
· UE may request Tx beam information that should be signaled from gNB
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure.
· Tx beam information (such as ID or angle) may be signaled with resource configuration
· New signaling
· Monitoring result report
· Monitoring indication from network for further model decision
Thus, we have following propose for model monitoring,
For a UE-side AI model with enhanced beam pair prediction, at least study the following aspects for potential specification impact in data collection procedure:
· Enhanced request signaling 
· UE may request beam pair sweeping resources for model monitoring purpose including the number of requested labels, and potentially some associated triggering events to be defined
· UE may request the minimum number of beams in advance or with resource request 
· UE may request Tx beam information that should be signaled from gNB
· Enhanced resource configuration
· Specific beam pair resource configuration
· Tx beam information (such as ID or angle) may be signaled with resource configuration
· New signaling
· Monitoring result report
· Monitoring indication from network for further model management decision
For a UE-side AI model with DL Tx beam prediction, at least study the following aspects for potential specification impact in data collection procedure:
· Enhanced request signaling 
· UE may request P3+P2 beam sweeping resources for model monitoring purpose including the number of requested labels, and potentially some associated triggering events to be defined
· UE may request the minimum number of beams in advance or with P2+P3 resource request
· UE may request Tx beam information that should be signaled from gNB
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure.
· Tx beam information (such as ID or angle) may be signaled with resource configuration
· New signaling
· Monitoring result report
· Monitoring indication from network for further model management decision
4 Conclusions
[bookmark: _Hlk101902504]In this contribution, we discuss some issues on AI/ML for beam management and have the following observations:
1. The memory storage requirement in NW side for UE specific models seems unaccepted for Alt.4.
1. Report overhead may increase dramatically but with less specification impacts for Alt. 1 with enhanced beam pair prediction solution and DL Tx beam prediction solution.
1. Report overhead can be reduced to top-k L1-RSRP and its related Rx beam information, but assistance information including NW-side information, such as antenna configuration, Tx beam angle, etc., should be signaled to UE for Alt.2.
1. Due to UE side model training, if mismatch NW-side beam information is signaled to UE, significant performance deterioration can be observed for AI based beam prediction scheme in Alt.2.
1. Report overhead and UE energy/complexity is limited for Alt.3, but model transfer is needed.
1. For Alt.3, a cell specific AI solution can be achieved with generalization consideration and infra vendor may not need to disclose NW-side information such as antenna configuration, Tx beam angle, etc.
and proposals:
1. Study the two AI-based beam prediction solutions for both BM-Case1 and BM-Case2, i.e. enhanced beam pair prediction scheme and DL Tx beam prediction scheme, and considering specification impacts with generalization aspects, such as Set B construction, supported number of Tx/Rx beams, various number of antenna configurations, etc.
For the sub use case BM-Case1 and BM-Case2, at least support to further study Alt.1, Alt.2 and Alt.3 for AI/ML model training and inference:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
Regarding to BM-Case1 and BM-Case 2, at least prioritize following AI input information for further study on specification impact:
· L1-RSPR measurement based on Set B
· Corresponding DL Tx beam pointing angle/ID
· Corresponding DL Rx beam pointing angle/ID
· Expected Tx and/or expected Rx beam angle/ID
· Further discuss other information, such as Tx and/or Rx beam shape information, 3dB beam-width, etc. 
Support to study specification impact on Set B selection with semi-random beam subset selection scheme which can provided comparable gain to fixed scheme but with higher flexibility and better generalization performance.
For the determination/selection of assistance information, 
· The performance, model generalization and potential specification impacts should be considered.
· Study how to protect sensitive proprietary/privacy information and disclose beam specific related assistance information.
Support to prioritize following AI output for further study on specification impact:
· Tx and/or Rx Beam ID(s)/angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams.
· The N predicted Tx/Rx beams can be produced according to the expected beam information input to the AI model
· FFS: study global beam ID or local beam ID
· FFS: study global beam information, e.g. global beam ID or beam angle, with minimum exposures of implementation details
Suggest to deprioritize Alt.2, i.e. Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information, for further study specification impact. 
For case 1 and case 2 of beam management, both collaboration level level-y, and collaboration level-z can be considered.
Take the following supportable model update choices as one aspect for defining model update levels of beam management.
· Choice 0: No model update during lifecycle management
· Choice 1: Updating model parameter or structure w/o model transfer
· Choice 2: Updating model parameter or structure with model transfer
· Study the lifecycle management signaling and procedures for each of the collaboration levels and model updating choices.
For AI/ML model training and inference at NW side with enhanced beam pair prediction, at least study the following aspects for potential specification impact in data collection procedure:
· Enhanced resource configuration
· Specific beam pair resource configuration
· Enhanced beam report
· All measured L1-RSRP should be reported to gNB
· Relative Rx beam information (including measured Rx beam information and/or expected Rx beam information) as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRPs in a beam report where the omitted L1-RSRPs may be lower than a pre-defined threshold
For AI/ML model training and inference at NW side with DL Tx beam prediction, at least study the following aspects for potential specification impact in data collection procedure:
· Enhanced resource configuration
· P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
· Enhanced beam report
· Only P2 measured L1-RSRP should be reported to gNB
· Best Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRPs may be lower than a pre-defined threshold
For AI/ML model training and inference at UE side with enhanced beam pair prediction, at least study the following aspects for potential necessary specification impact in data collection procedure:
· Enhanced request signaling
· Beam pair resources request
· Minimum number of beams request in advance or with resource request 
· Tx beam information (including measured Tx beam and/or expected Tx beam) request
· Enhanced resource configuration
· Specific beam pair resource configuration
· Tx beam information (such as 3dB beam width, ID or angle for measured Tx beam and/or expected Tx beam in model input) may be signaled with resource configuration
For AI/ML model training and inference at UE side with enhanced DL Tx beam prediction, at least study the following aspects for potential necessary specification impact in data collection procedure:
· Enhanced request signaling
· P3+P2 beam sweeping resources request
· Minimum number of beams request in advance or with resource request 
· Tx beam information request
· Enhanced resource configuration
· P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
· Tx beam information (such as 3dB beam width, ID or angle for measured Tx beam and/or expected Tx beam in model input) may be signaled with resource configuration
For AI/ML model training and inference at UE side with DL Rx beam prediction, at least study the following aspects for potential necessary specification impact in data collection procedure:
· Enhanced request signaling
· P3 beam sweeping resources request
· Minimum number of repetition request in advance or with resource request 
· Tx beam information request
For Alt.3. which is AI/ML model training at NW side and inference at UE side, it has similar data collection procedure and potential specification impacts as Alt.1, i.e. both model training and model inference at NW side, for enhanced beam pair prediction and DL Tx beam prediction scheme.
For AI/ML model training and inference at NW side with enhanced beam pair prediction, at least study the following aspects for potential necessary specification impact in model inference procedure:
· New signaling
· Expected Rx beam information should be reported, such as supported DL Rx beam angle or scope at UE side
· Enhanced resource configuration
· Specific beam pair resource configuration
· Enhanced beam report
· All measured L1-RSRP should be reported to gNB
· Relative Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP in beam report where the omitted L1-RSRPs may be lower than a pre-defined threshold
For AI/ML model training and inference at NW side with DL Tx beam prediction, at least study the following aspects for potential necessary specification impact in model inference procedure:
· Enhanced resource configuration
· P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
· Enhanced beam report
· Only P2 measured L1-RSRP should be reported to gNB
· Best Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRPs may be lower than a pre-defined threshold
Confirm above working assumption that a UE can report measurement results of more than 4 beams in one reporting instance for BM-Case1 and BM-Case2 with a network-side AI/ML model.
For AI/ML model training and inference at UE side with enhanced beam pair prediction, at least study the following aspects for potential specification impact in model inference procedure:
· New Signaling
· Expected DL Tx beam information indication, such as DL Tx beam angles or angle scopes.
· Renew beam pattern request from UE
· Enhanced resource configuration
· Beam pair resources configuration
· Tx beam information indication 
· Enhanced beam report
· Predicted L1-RSRP and relative Tx/Rx beam information report
· A fallback beam report including only measured results, rather than predicted results, as well as non-predicted L1-RSRP indication if all measured results may not suitable use for AI based beam prediction
For AI/ML model training and inference at UE side with enhanced DL Tx beam prediction, at least study the following aspects for potential specification impact in model inference procedure:
· New Signaling
· Expected DL Tx beam information indication, such as DL Tx beam angles or angle scopes.
· Renew beam pattern request from UE
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure 
· Tx beam information indication 
· Enhanced beam report
· Predicted L1-RSRP and relative Tx/Rx beam information report
· A fallback beam report including only measured results, rather than predicted results, as well as non-predicted L1-RSRP indication if all measured results may not suitable use for AI based beam prediction
For AI/ML model training and inference at UE side with DL Rx beam prediction, at least study the following aspects for potential specification impact in model inference procedure:
· Enhanced resource configuration
· UE may report minimum number of repetitions for model inference before P3 resource configuration
· Tx beam information may be signaled to UE
In model inference procedure, Alt.3, i.e. model training at NW side and model inference at UE side, with enhanced beam pair prediction and DL Tx beam prediction scheme has similar specification impacts as an AI model trained and inferenced at UE side.
Study signaling aspects enhancement related to the procedure of model transfer, model registration and model activation, for the case with AI/ML model training at NW side and AI/ML model inference at UE side.
For a network-side AI model with enhanced beam pair prediction, at least study the following aspects for potential specification impact in monitoring procedure:
· Enhanced resource configuration
· Specific beam pair resource configuration
· Enhanced beam report
· All measured L1-RSRP should be reported to gNB as labels
· Relative Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRPs in beam report where the omitted L1-RSRP may be lower than a pre-defined threshold
For a network-side AI model with DL Tx beam prediction, at least study the following aspects for potential specification impact in model monitoring procedure:
· Enhanced resource configuration
· P3+P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure
· Enhanced beam report
· Only P2 measured L1-RSRP should be reported to gNB as labels
· Best Rx beam information as assistance information may be reported
· Considering report overhead reduction, such as enhanced L1-RSRP quantization method, reducing unnecessary L1-RSRP reporting where the omitted L1-RSRPs may be lower than a pre-defined threshold
For a UE-side AI model with enhanced beam pair prediction, at least study the following aspects for potential specification impact in data collection procedure:
· Enhanced request signaling 
· UE may request beam pair sweeping resources for model monitoring purpose including the number of requested labels, and potentially some associated triggering events to be defined
· UE may request the minimum number of beams in advance or with resource request 
· UE may request Tx beam information that should be signaled from gNB
· Enhanced resource configuration
· Specific beam pair resource configuration
· Tx beam information (such as ID or angle) may be signaled with resource configuration
· New signaling
· Monitoring result report
· Monitoring indication from network for further model management decision
For a UE-side AI model with DL Tx beam prediction, at least study the following aspects for potential specification impact in data collection procedure:
· Enhanced request signaling 
· UE may request P3+P2 beam sweeping resources for model monitoring purpose including the number of requested labels, and potentially some associated triggering events to be defined
· UE may request the minimum number of beams in advance or with P2+P3 resource request
· UE may request Tx beam information that should be signaled from gNB
· Enhanced resource configuration
· P3 + P2 resource configuration that Rx beam assumption of P2 resource measurement is the best Rx beam searched from P3 procedure.
· Tx beam information (such as ID or angle) may be signaled with resource configuration
· New signaling
· Monitoring result report
· [bookmark: _GoBack]Monitoring indication from network for further model management decision
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