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1	Introduction 
In this contribution we focus on the following areas:
· Ericsson’s view on how to handle proprietary solutions
· Concluding on support for CSI prediction
· Discussions on defining target CSI
· Specification impact on UCI content in inference, data collection and model training
2 On proprietary versus 3GPP standardized solutions
In the previous meeting there were discussions about proprietary solutions (i.e., outside 3GPP) for model transfer and data collection. In our view, the task of this RAN1-lead SI is to investigate the feasibility and benefits of standardizing the use of AI/ML-based solutions for L1/L2 features. Hence, RAN1 should not spend precious time units to discuss non-3GPP solutions. 
It may turn out that the SI concludes that a fully 3GPP specified solution is a too demanding task. A conclusion may possibly be that 3GPP, for some components of the AI/ML standardization, needs to turn to other standardization organizations to fulfil some tasks. 3GPP has done this previously, for example, MPEG and 3GPP jointly developed dynamic adaptive streaming over HTTP and published dual specifications in 3GPP TS 26.247 and ISO/IEC 23009-1. However, such decisions are clearly outside the scope of RAN1. 
Instead RAN1 should define the 3GPP framework and focus on the necessary requirements for Uu signalling to enable data collection, AI/ML model LCM, training procedures, and AI/ML model transfer. RAN1 can specifically focus on signalling payloads and time-related requirements such as latency and reliability. RAN2 can continue to discuss the mapping of such information to, for example, L1 based, MAC, RRC, MDT-based or other solutions. 
Note that a bilateral agreement of a signalling interface for training between one UE chipset vendor and gNB vendor is theoretically possible for Type 2 training. However, in the multi-vendor eco-system, such agreement of signalling interface must be made between each pair of UE and gNB vendors which calls for the need of standardization. Otherwise, reaching bilateral agreements for a multitude of vendors is a daunting task. 
[bookmark: _Toc118726094][bookmark: _Toc118726301]3GPP RAN1 should study the impact on 3GPP specifications for introducing AI/ML for PHY and not spend any time units on non-3GPP based solutions. 
3	On CSI prediction sub-use case
We believe it is important to study whether CSI enhancements can be obtained using one-sided AI/ML models. CSI prediction by the UE is of great interest in real deployments, the spec impact is likely rather small for this enhancement, and training is done using a single vendor. We expect limited specification impact for AI/ML model life cycle management, UE capabilities, and control signalling. The existing CSI framework can to a large extent be reused, which is attractive. 
There is an ongoing Rel.18 MIMO WI with similar scope, using classical methods. It is of great interest to investigate whether AI have a potential to perform the task of CSI prediction with even better performance and/or lower implementation complexity compared to the classical approach. Since this is a SI, the scope is more long term, while the WI is addressing the urgent issue directly. Moreover, whether to specify AI/ML based CSI prediction in a later release is a separate discussion that requires some input on the benefits relative to the non-AI based prediction specified in Rel.18. Such input will be generated by including it as a sub-use case in this SI. 
Moreover, in RAN1#110, a conclusion was reached for some CSI prediction EVM assumptions. Moreover, some of the baseline EVM parameters were selected to be the same as in Rel.18 WI. This implies that the WI and the SI will compare to the same baseline, which further gives indication whether a Rel.19 WI on AI/ML based CSI prediction is worth considering. 
CSI aging is a fundamental (the last remaining?) problem for MU-MIMO using massive MIMO antenna arrays. It will likely be addressed by various approaches over the coming releases. We thus don’t see it as an issue that there is a WI that is addressing the same fundamental problem, the outcome of the SI will give some guidance to our future work. 
In Rel.18 MIMO WI, the UE sided prediction seem to have larger benefits than NW sided. Hence to limit the scope of this SI and use the time where benefits potentially are largest, the sub use case of CSI prediction can be limited to UE side only (one sided model). 
[bookmark: _Toc118726286]The one-sided AI/ML model-based CSI prediction in the UE is selected as a sub-use case for CSI enhancements in this SI
Furthermore, there is an ongoing discussion on what can be considered as the baseline for such study. In Rel.18 MIMO WI, the usual baseline is selected; that is, the best one can achieve with specifications of a previous release. We don’t see why such methodology of selecting a baseline should differ for this study. Hence we propose
[bookmark: _Toc118726287]The baseline for AI/ML based CSI prediction is the legacy behaviour, i.e. no prediction using a single CSI-RS measurement 
Note that this may give a large gain but it should also be compared to the gains observed by Rel.18 MIMO WI solution (including a comparison of UE and gNB complexity as well as the necessary training, data collection etc. to achieve those gains) before deciding on normative work. 
[bookmark: _Ref178064866]3	Specification impact discussion
3.1 Target CSI definition
Specification of a target CSI is needed for at least two uses. During inference, the gNB needs to be able to interpret the decoder output so it can further use it for scheduling and MIMO precoding algorithms. Moreover, in training, the target CSI is used by the NW side to define the loss function. For the case of Type 1 training on the NW side, there is no need to standardize the CSI target though. 
There are four directions on how to standardize a CSI target:
1. Transmitter side eigenvectors of the channel, per subband
· Non-structured target, arbitrary eigenvectors can be represented by amplitude and phase per vector element per vector
· Implicit feedback (precoder hypothesis)
2. Precoding vector approach based on eType-II framework
· Structured, model based target, the parameters L and M determines the model. 
· Rank can be reported separately to determine the number of layers
· FFS whether UE decides L and M (and report in the CSI report) or whether L and M are configured by gNB to UE
· Implicit feedback (precoder hypothesis)
3. Raw channel tensor (#Tx* #Rx * #subband)
· Non-structured target, arbitrary channel tensors can be represented by amplitude and phase per tensor element  
· Explicit CSI feedback
4. Compressed Raw channel tensor
Structured, model based target, the parameters L and M determines the model. 
The full (#Tx* #Rx * #subband) channel is reported in a compressed format where a projection (for each RX antenna at the UE) to eType-II based SD and FD basis vectors are used. 
Explicit CSI feedback

Evaluations are needed to answer the questions:
· Is there a MU-MIMO performance and UCI overhead difference between non model and model based CSI target? i.e. between 1 and 2 and between 3 and 4?
· Is there a MU-MIMO performance and UCI overhead difference between implicit and explicit CSI feedback approaches i.e. between 1 and 3 and between 2 and 4?

[bookmark: _Toc118726288]Discuss further and evaluate whether the specified CSI target should be implicit or explicit CSI based and whether specified CSI target is represented by quantized tensor elements or structured (e.g. eType-II based).

A standardized solution for beam-delay pre-processing has many advantages. In our companion paper [5], we show that standardized beam-delay pre-processing can reduce the overhead of data collection greatly, while still providing high-resolution data for training. We note that the AI/ML-model presented in [5] is trained on simulated data that has gone through a data collection step (and the AI/ML model still provides performance gains over the Rel 16 baseline). Moreover, the AI/ML model in [5] uses beam-delay pre-processing step on the input that leads to strong generalization performance for Case 2 generalization studies (the AI/ML model is tested on scenarios/configurations it has not seen in training).
Note that the beam-delay pre-processing before the encoder will be visible in the definition of target CSI (i.e. the format of the output of the decoder, which needs to ne known to the gNB). 
3.2 UCI information
3.2.1 Pre-processing information / Target CSI configuration
As discussed in Section 3.1, if the target CSI approach of eType-II based is used, then there may be need for the UE to report details of the pre-processing to the gNB to enable that the gNB can fully interpret the decoder output. For example, even if L=10 SD basis are configured, the channel may be LOS and the UE can decide not to use all 10 SD basis vectors in the CSI report. In this case, the UE need to convey information to the gNB about discarded SD basis vectors.
[bookmark: _Toc118726095][bookmark: _Toc118726302]If the pre-processing contains removal of raw channel subspace (by the UE), then information about the remaining subspace needs to be conveyed to the network side along with the encoder output bits.  
3.2.1 Rank and CQI reporting
In current specifications, how the UE computes rank and CQI is up to UE implementation. What is specified is the channel and interference measurement resources and the CSI reference resource to meet the target transport bock error probability. 
We have not identified why this principle needs to be changed if the current 3GPP framework of implicit CSI reporting (i.e. recommended precoding matrix) is used. 
If raw channel-based CSI reporting is supported (i.e. full Tx * Rx MIMO channel), then the CSI report is similar to the CSI acquired by SRS measurements in TDD. For this case, there is no gNB transmission hypothesis that the UE can use to compute rank and CQI, hence gNB can re-use the method to acquire rank and CQI used today for TDD reciprocity. Therefore, for this case, the CQI and RI reporting is disabled.
[bookmark: _Toc118726289]As the baseline, use legacy CQI and RI determination principles (i.e. UE implementation based). Changes to these principles needs to be justified. 
[bookmark: _Toc118726290]If raw channel-based CSI reporting is supported (i.e. full Tx * Rx MIMO channel), then the CSI report does not contain any of RI, LI or PMI. 

3.2.2 Quantization for UCI payload
In two-sided CSI compression, the encoder in the UE side will transmit the encoder output to the decoder on the NW side. Specifically, the decoder side will receive KQ bits of information from the UE, where K is the output size of the encoder and Q is the number of quantization bits (if scalar quantization is used). During the inference, this quantization is important to minimize the number of bits used in the CSI report (and thus, save the UL resources). In addition, during the training phase, quantization of the encoder output will reduce the information payload for training Type 2 or Type 3.
In two-sided CSI compression, if Type2 or Type 3 training is used, the encoder part and decoder part may have different architectures. Therefore, knowing only the number of exchanged bits may not be sufficient to derive the number of encoder output and the number of quantization bits. Although the total number of bits exchanged between the encoder and the decode is known, the total number of bits may come from different combination of the number of encoder outputs and the number of quantization bits (i.e., as different vendor may have their own preferences). For example, it is possible that the encoder has K1 encoder outputs with Q1 quantization bits while the decoder assumes K2 encoder outputs with Q2 quantization bits and K1Q1 = K2Q2.
If these aspects are not standardized for type 2 and 3 training (quantization bits and encoder output size) it will lead to different interpretation, e.g., in the size of the encoder/decoder architecture in one side that suitable to handle the encoder/decoder architecture in another side. These different sizes on the encoder and the decoder architectures may lead to some performance degradation, in particular, when the differences are quite significant.
In an extreme case, with no agreement on the quantization, a vendor have to resort to train considering the input/output as a string of non-structured bits. While this in theory could yield working encoders and decoders, it may be a difficult training task since it effectively imposes a -sized classification problem in the middle of the AE. In some sense this classification problem reflects the complexity of the task but may not be a fruitful formulation for training. In particular, the gradients may not behave nicely.
We believe that the encoder-side and the decoder-side need to align on how the quantization bits are used (either or both during training and inference). A simple solution is to standardized number of quantization bits for the encoder outputs. If, however, this solution is found to be too restrictive, then we may allow a different number of quantization bits per encoder output. Allowing for a variable number of quantization bits may give better flexibility in setting up the trade-off between the auto-encoder model size, possible UCI payload, number of information exchanges during the training, and the expected performance. In this approach, quantization information needs to be shared between the encoder and the decoder to make sure that the encoder and the decoder are aligned. For example, an additional bitfield (contains of a few bits of quantization-bit information) may be exchanged between the UE and the NW. Note that the size of this additional information will be non-substantial compared to the size of information exchanges required for datasets and CSI target delivery during training or the size of CSI payload during inference.
[bookmark: _Toc118726096][bookmark: _Toc118726303]Given the potential complexity arising from unmatched quantization, proponents of non-standardized quantization need to motivate the benefits to why the quantization should not be standardized.
[bookmark: _Toc118726291]Study whether the number of quantization levels per encoder output should be fixed or configurable.

[bookmark: _Ref118474591]3.3 Data collection from UE measurements
In Section 3.4, we will discuss model training and the need for NW data collection of UE measurements. We first note that the latency requirement for the NW to obtain training data is not the same as for AI/ML model inference. Data collected for AI/ML training will not be used for live scheduling and MIMO precoding decisions; therefore, the latency requirements for collecting training data can be significantly larger than those for AI/ML model inference.  It is important that a UE can log/store its radio measurements together with the assistance information (e.g., time stamps, cell ID, and/or UE location) for multiple measurement occasions, and then report these accumulated data to the NW using an RRC message. 
Comparing to the layer-1 CSI reporting method, the RRC message-based data collection solution can enable the NW to collect large amount of measurement data from a UE with reduced signaling overhead and radio resource consumption. Due to the very large size of the raw data for channel (e.g., 4 x 32 x 104 complex values for one channel measurement per time instance), the CSI reporting framework does not seem to be suitable for data collection at gNB.
As discussed in our general aspects paper [6], data collection for model training should consider data types, measurement occasion configuration, measurement occasion interval or logging interval configuration, data collection duration configuration, data logging triggers/types and UE reporting triggers/types. In the following, we discuss these aspects for the CSI compression use case and identify the potential standard impacts. 
It is assumed in this contribution that CSI prediction, if agreed as a study sub use case, will be UE sided only. Hence, there is no need to study NW collection of data from UE to be used for NW side CSI prediction.
Proposal 1 [bookmark: _Toc118316450][bookmark: _Toc118726292]Study details of an RRC-message based data collection framework for supporting UE performing data logging/collection and reporting the collected data to NW for model training for CSI compression use case.
3.3.1	CSI-RS measurement occasion configuration
The data collection framework should support a UE to collect data from multiple measurement occasions so that the UE can report the accumulated data to the NW. For the CSI compression use case, a measurement occasion can consist of a single RS resource (e.g. as in Rel.16 CSI reporting). 
Proposal 2 [bookmark: _Toc118726293][bookmark: _Toc118316451]For NW data collection for model training a measurement occasion consisting of a single RS resource
3.3.2	Content/type/size of the collected CSI data
In general, the collected data for model training can include CSI-RS measurement data of the radio channel as well as non-radio-measurement data. The radio measurement data includes CSI from CSI-RS measurements and the non-radio measurement data can include for example CSI-RS configuration, cell-ID, time stamp and/or UE location to enable training of site/area specific models. The accumulated data of one or multiple measurement occasions are then reported from the UE to the NW. 
For a study on the high resolution format and expected payloads, see our evaluation paper [5]. 
Proposal 3 [bookmark: _Toc118316453][bookmark: _Toc118726294]For NW data collection for model training for the CSI enhancement use case, a UE should log all measurements performed on CSI-RS stored in a high resolution CSI format in addition to the assistance information (e.g., time stamps, cell ID, and/or UE location). This is to be studied in RAN1 and used as an input to further RAN2 work. 
3.3.3	CSI Measurement logging interval and duration
It is expected that a UE performs measurements at each configured measurement occasion and logs the measurement data together with non-radio measurement data and assistance information (if needed). In this case, the data logging interval is equivalent to the measurement occasion interval, and it is the periodicity for a UE to store measurement results and associated non-radio-measurement data. The following requirements will likely impact specification and, therefore, should be studied: the required payload size, the required logging frequency, the need for site-specific AI/ML models and how it impacts the logging.
Proposal 4 [bookmark: _Toc118709439][bookmark: _Toc118716856][bookmark: _Toc118716905][bookmark: _Toc118721335][bookmark: _Toc118721565][bookmark: _Toc118316455][bookmark: _Toc118726295][bookmark: _Toc118709441][bookmark: _Toc118716858][bookmark: _Toc118716907][bookmark: _Toc118721337][bookmark: _Toc118721567][bookmark: _Toc118709442][bookmark: _Toc118716859][bookmark: _Toc118716908][bookmark: _Toc118721338][bookmark: _Toc118721568][bookmark: _Toc118461943][bookmark: _Toc118461944]For NW data collection for model training for the CSI compression use case, RAN1 should study and define the candidate values of measurement occasion interval (data logging interval) and duration to be used as an input to further RAN2 work.
3.3.4 UE side data collection
For UE-side data collection, where UE performs measurements for its own model training. Hence, for the CSI prediction use case, where AI/ML model is one sided on the UE, the UE-side data collection can be studied. For example, the CSI measurement procedure may need to be enhanced similarly as is done for prediction in the Rel.18 MIMO WI. The findings and agreements in the WI can be used as a starting point. 
[bookmark: _Toc118726296]Studies on UE side data collection can be considered for the one sided (UE side) CSI prediction sub use case, if this sub use case is agreed to be supported.  
[bookmark: _Ref118463297]3.4 AI/ML model training 
In the multi-vendor situation where there are M>1 UE/chipset vendors and N>1 gNB vendors in the market, we assume in the most general case that training is performed between m (1≤m≤ M) UE/chipset vendors and n (1≤n≤N) gNB vendors. The AI/ML model training can be joint or sequential (e.g., using a master loss function taking into account all n*m pairs) in order to allow the n*m different UE-gNB vendor pairs to operate with a single encoder-decoder pair. 
Based on this, we make the following analysis:
If training is performed assuming m=M and n=1 vendors (i.e., all UE vendors jointly train with a single NW vendor), then each of the m UE vendor needs to perform such training towards each of the N NW vendors independently  
· The UE needs to perform encoder switching when moving between networks operated by the N different vendors. This switching is likely very slow or non-existing. 
· The gNB can use the same single decoder for any UE connecting to the cell.
If training is performed assuming m=1 and n=N vendors (i.e.,  all NW vendors jointly train with a UE vendor), then the NW vendor needs to train a model for each UE vendor independently.
· The NW need to use multiple decoders in parallel (or fast switching) to receive CSI from UEs of different vendors.
· The UE can use a single encoder in any network, irrespective of the NW vendor

Hence, a larger  m reduces the need for parallel model implementation (or model switching) in the gNB while a larger n implies better roaming support for the UE without model switching.  Whether model switching should be handled by the UE-side, or the gNB-side may in the end depend on aspects related to how frequent model switching can be expected to occur or if multiple models need to be handled in parallel. 
[bookmark: _Toc118726097][bookmark: _Toc118726304]Fast switching between, or parallel use of multiple models in a node may only happen on the NW side, i.e. for the decoder, while the UE side model switching due to change of network (and thus potential network vendor as in roaming) happens rarely
Hence, it seems necessary to aim the training on solutions that imply a single decoder, to avoid the multiple model handling in parallel for the NW vendors. Therefore, we propose to target a large m in the training methodology:
[bookmark: _Toc118726297]Prioritize the study of training methods that allow for training of a single decoder capable of handling multiple encoders.
With this approach, the UE needs at least one model for each NW vendor (as a starting point), and model switching at the UE side is necessary to be further analyzed. It can be noticed that model switching at the UE-side in a multivendor network may occur independently of which of the two-sided model training types is considered:
· For Type-1, each NW-side vendor performs joint training of both encoder and decoder whereafter the trained encoder is transferred to the UE-side. 
· For Type-2, each NW-side vendor performs joint training of single decoder with multiple encoders, one per UE-side, in a similar way as for the most general joint multivendor setup mentioned above. 
· For Type-3, each NW-side vendor performs first training within sequential training whereafter encoder training data is sent to the UE-side for training their encoders. 

It is also worth noticing that all three training types requires some level of synchronization between UE and NW vendors due to the case of multi-vendor training. The time scales are different for these types, but all of them have some synchronization requirements during training/development. Examples are
· Type-1 requires the receiving side to wait until the training part is done with the training and sends the (trained) model. 
· Type-2 requires a per-sample level synchronization in the training loop. All models that should be jointly trained need to do so at the same time and have a synchronized flow of forward- and backward passes.
· Type-3 requires that the second side to train waits to receive the “set of information (e.g., dataset)” before it can train its model. This is even more prominent in the multi-vendor scenario where the second side must wait for the last vendor on the starting side to be done, before the training can be finalized

The benefits and drawbacks of the training types are summarized in Table 1.
[bookmark: _Ref118465647]Table 1 Benefits and drawbacks of training types 
	Training Type
	Training benefits
	Training drawbacks

	1 (model transfer)
	· Has potential to attain the upper bound of training performance.
· Easiest and fastest design as the whole process is owned and optimized by one vendor. 
· Likely fast iteration process in the initial design, since initially no external coordination is needed.
· The responsibility for AI/ML-model performance (for the actual model after training) is clear.

	· Removes (parts of) implementation optimization advantage at the side that receives the trained model.
· FFS if this can be mitigated by the model receiving side applying model extraction/distillation techniques to be able to obtain implementation advantages in terms of compressed/computationally efficient models.
· Model design not taking HW into account for the side that receives the trained model.
· FFS if this can be mitigated by applying such model extraction/distillation techniques to re-implement the received model in a format more tailored to available HW.
· Responsibility for AI/ML-model performance, after deployed into device (considering further implementation specific aspects on the model receiving side) is unclear.


	2 (joint training)
	· Provides an alternative path to achieve multi-vendor training with n>1 and m>1, see our companion paper [5].
· All participating parties have information and influence in design choices, such as, e.g., trade-off between complexity versus gain.
	· Slower design process as the whole training procedure is split and only partially owned by each design-team. 
· Slower and more complicated process for hyper-parameter tuning.
· Responsibility for AI/ML-model performance, in isolation, unclear.
· FFS how different design choices of a single vendor affects performance for other vendors.

	3 (data transfer)
	· Naïve approach available on how to achieve multi-vendor training with n>1 and m>1, see our companion paper [5].

	· The receiving side, the side training second, has little information and little influence in design choices, such as, e.g., trade-off between complexity versus gains.
· Unclear how effective the naïve approach to multi-vendor training is, even when only one of n>1 or m>1.
· Unclear notion of FRAND-ness since the quality of and condition around sharing the “set of information (e.g., dataset)” needs to be considered.




3.4.1 Training of site-specific AI/ML models
The AI/ML model switching aspect can be extended to include deployments with site-specific models, in which models are switched when UEs are served by different gNBs. This situation has similar challenges to the case of multiple gNB manufactures discussed above. 
Site-specific models can be of interest to adapt models towards local radio channel conditions. In such scenarios, UEs need to either pre-store multiple encoders or download the encoder to be used with the decoder of the serving gNB. The main difference from the previously discussed multi-network vendor scenario is that the encoder switching can be expected to occur much more frequently. 
Hence, it would be desirable to handle site-specific models such that only the decoder is site-specific. If this is achieved, then performance enhancements by introducing site-specific models at a later stage is also of benefit of early deployed UEs without the need to update the encoder. 
[bookmark: _Toc118726298]For the two-sided CSI compression use case, study the feasibility to handle site-specific models by updating the decoder only.
The possibility to update the decoder only is also of interest for model fine-tuning in single decoder deployments, and by then re-training can be transparent to the UE-side.
The training process for updating the decoder-side only is illustrated in Figure 1. Figure 1 (a) shows how data can be collected when two-sided models are deployed (i.e., used for AI/ML model inference). It is here assumed that the UE occasionally determines and signals the decoder output target, , in conjunction with the latent space  used by the decoder to estimate (predict/reconstruct) the output target as shown in the right figure (b). Note that  is frequently signaled, as being part of CSI reporting, whereas the signaling of  can be rather sparse, see Section 3.3 on NW data collection. 

[image: A screenshot of a computer

Description automatically generated with medium confidence]
[bookmark: _Ref118408158]Figure 1: Data collection and training for updating decoder only (e.g. fine tuning), a) and b), respectively.
It can be noticed that the updating of the decoder only does not depend on how the encoder and decoder were initially trained, although the decoder re-training shares the procedure of the second step in sequential training with UE-side first training. The updating of the decoder can be seamlessly done.  

3.4.2 Specification impact of training
The specification impact of training depends on the training type as follows:
· For Type 1
· Spec impact in case of NW side training is
· NW data collection from UE measurements (i.e. target CSI: )
· Encoder Model or Model ID transfer from NW to UE
· Notes:
· Training takes place proprietary on the NW side
· Encoder Model is transferred by 3GPP framework or 
· Encoder Model ID is transferred and UE collects associated encoder model from server (OTT)
· Spec impact in case of UE side training is
· Potentially UE data collection (e.g. RS configuration)
· Decoder Model or Model ID transfer from UE to NW
· Notes:
· Training takes place proprietary on the UE side
· Decoder Model is transferred by 3GPP framework or 
· Decoder Model ID is transferred, UE transfer Decoder Model OTT to server and NW collects associated model from server

· For Type 2—discuss FP/BP transfer feasibility, necessity, and spec impact
· Spec impact in case of offline training
· Format definition of target CSI:   
· Format definition of (forward propagation) 
· Format definition of  (gradients backward propagation)
· Model ID exchange between UE and NW
· Notes:
· Data collection and training takes place offline outside 3GPP framework where these 3GPP defined formats allow for compatible multi-vendor training
· Model ID are exchanged and both NW and UE collect associated model from server (OTT)
· Spec impact in case of online training (deprioritized)
· Signalling and format definition of target CSI:   from UE to NW
· Signalling and format definition of  (forward propagation) from UE to NW
· Signalling and format definition of  (gradients backward propagation) from NW to UE

· For Type 3 
· Spec impact in case NW trains first:
· Signalling of target CSI:  from UE to NW
· Signalling of  (latent space) or corresponding Dataset ID from NW to UE
· Notes:
· Training takes place proprietary on the NW side
· Dataset is transferred by 3GPP framework or 
· Dataset ID is transferred by 3GPP framework and UE collects associated dataset from server (OTT)
· Training then takes place proprietary on the UE side
· Spec impact in case UE trains first:
· Signalling of target CSI:  from UE to NW
· Signalling of  (latent space) or corresponding Dataset ID from UE to NW
· Notes:
· Training takes place proprietary on the UE side
· Dataset is transferred by 3GPP framework or 
· Dataset ID is transferred by 3GPP framework and NW collects associated dataset from server (OTT)
· Training then takes place proprietary on the NW side

Taking all training types into account, RAN1 need to investigate the transfer feasibility and requirements of the following to allow RAN2 to continue the work of defining the appropriate vehicle for this information:
· Signalling and format of target CSI:   from UE to NW (Type 1 and 3) 
· using RRC see Section 3.3 Data collection
· Encoder Model format and transfer from NW to UE or Decoder Model transfer from UE to NW (Type 1)
· Requirements on model sizes is under investigation in evaluations agenda
· Signalling and format of  (gradients backward propagation) from NW to UE (Type 2)
· Study whether this requires higher resolution than 
· Signalling and format of  (forward propagation/latent space) from NW to UE (Type 2 and 3)

In addition, this signaling is needed to be specified although this is equivalent to inference stage. 
· Signalling ad format of  (forward propagation/latent space) from UE to NW	
· Requirements on laten space payload is under investigation in evaluations agenda

Figure 2 shows examples of signaling that relates to NW-side Type-1 and Type-3 training. In these examples, the UE receives CSI-RS transmissions from which the decoder output target, , can be determined. This decoder output target is then sent to the gNB for being collected and used in the NW-side centric training of either Type-1 or Type-3. In the case of Type-1 training, the trained UE-side encoder is signalled to the UE for deployment. Hence, the specification aspect related to Type-1 refers here to signaling an AI/ML model trained at the NW-side that is to be used for inference at the UE-side. In Type-3, the UE-side needs data for training the encoder, which in this figure is exemplified by sending a link to a repository from which the UE-side can retrieve the training data. Other alternatives such as sending the data samples directly are not precluded.
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Description automatically generated]
[bookmark: _Ref118467903]Figure 2: Examples of signaling related to Type-1 and Type-3 training.

[bookmark: _Toc118726299]Study specification impacts of the following variables: signalling and format of target CSI:   from UE to NW, encoder model format and transfer from NW to UE or decoder model transfer from UE to NW, signalling and format of  (gradients backward propagation) from NW to UE and signalling and format of  (forward propagation/latent space) from NW to UE and UE to NW respectively. 
3.5 AI/ML model monitoring 
Data collection for performance monitoring of two-sided AI/ML models is illustrated in Figure 3, where the monitoring is assumed to be done either at the NW-side (a) or at the UE-side (b), respectively. From these figures, it can be observed that with two-sided model monitoring at the NW-side, there will be no additional signaling to collect datasets of  for model pair performance assessments. In the case of performing two-sided model monitoring at the UE-side, it can be observed that the gNB would in this illustration need to signal the decoder output to the UE-side. Moreover, if assuming that two-sided model monitoring at the UE-side is done in a centralized manner at some UE-side model LCM entity, the UE would need to send datasets over-the-top.
If considering the case where the UE-side collects training data over-the-top and then performs sequential training with UE-side first training, the decoder output target, may not need to be signalled to the gNB. However, the decoder output would still be needed to assess the two-sided model performance which then has to be collected either via signalling from the gNB to the UE or implicitly by signaling a link to a data lake (repository) from which the UE-side can fetch the data offline, including the associated latent space data . Hence, data collection for two-sided model monitoring at the UE-side requires additional signaling and coordination between the NW-side and the UE-side.  
[bookmark: _Toc118726098][bookmark: _Toc118726305]It is more efficient to perform two-sided model monitoring at the NW-side than at the UE-side.  


[image: Timeline

Description automatically generated]
[bookmark: _Ref118449974]Figure 3: Example of data collection for model monitoring at a) NW-side and b) UE-side.

It is good to be able to perform model monitoring on the AI/ML-model directly, via, e.g., intermediate KPIs such as SGCS, and not only via eventual KPIs such as e.g., throughput and NACK/ACK. Two-sided are complicated to understand, especially if they are trained in a Type2/3 setting, where not a single vendor has full insight in both parts and is in control of the final performance. Hence monitoring the performance more directly can remove unnecessary complexity.
To monitor the performance of two-sided models, the two parts of the model needs to be monitored jointly. For CSI compression that would mean to compare the decoded output with the input/target; note that depending on the training the target CSI does not necessarily have to be the input to the encoder. Thus, for model monitoring purposes the UE should occasionally send the input/target on which as CSI-report was based to the gNB. Then the gNB can compare the decoded output with the received input/target, e.g., comparing the SGCS between the two. For the purpose of monitoring a deployed model to detect data drift, the frequency of such report can be low and latency requirements can be relaxed.
There can of course be approximative monitoring, where, e.g., the UE has a decoder or the gNB has an encoder. In the former case the UE can decode the generated message and compare the output with the input/target, and in the latter case the gNB can feed the decoded output to the encoder and compare that output to the CSI-report. However, these schemes are approximations, and the UE may have a matching encoder-decoder pair, while the actual UE-encoder-with-gNB-decoder paring does not perform optimally. One could also consider doing the monitoring at the UE, i.e., that the gNB sends its decoded result to the UE, which can then compare, e.g., the SGCS between the two. However, this puts extra requirements on the UE since it has to store this input/target for a much longer period of time, has to perform the model monitoring, and likely report it back to some network node or server. The last part also induces an unnecessary load on the air-interface since both the input/target and decoded results should be included in the UL-message for further analysis.
Hence, we propose the following.
[bookmark: _Toc118726300]Study model monitoring of two-sided models using intermediate KPIs, based on that the UE occasionally reports the input/target connected to a CSI report.

4 Conclusion
In the previous sections we made the following proposals 
Proposal 1	The one-sided AI/ML model-based CSI prediction in the UE is selected as a sub-use case for CSI enhancements in this SI
Proposal 2	The baseline for AI/ML based CSI prediction is the legacy behaviour, i.e. no prediction using a single CSI-RS measurement
Proposal 3	Discuss further and evaluate whether the specified CSI target should be implicit or explicit CSI based and whether specified CSI target is represented by quantized tensor elements or structured (e.g. eType-II based).
Proposal 4	As the baseline, use legacy CQI and RI determination principles (i.e. UE implementation based). Changes to these principles needs to be justified.
Proposal 5	If raw channel-based CSI reporting is supported (i.e. full Tx * Rx MIMO channel), then the CSI report does not contain any of RI, LI or PMI.
Proposal 6	Study whether the number of quantization levels per encoder output should be fixed or configurable.
Proposal 7	Study details of an RRC-message based data collection framework for supporting UE performing data logging/collection and reporting the collected data to NW for model training for CSI compression use case.
Proposal 8	For NW data collection for model training a measurement occasion consisting of a single RS resource
Proposal 9	For NW data collection for model training for the CSI enhancement use case, a UE should log all measurements performed on CSI-RS stored in a high resolution CSI format in addition to the assistance information (e.g., time stamps, cell ID, and/or UE location). This is to be studied in RAN1 and used as an input to further RAN2 work.
Proposal 10	For NW data collection for model training for the CSI compression use case, RAN1 should study and define the candidate values of measurement occasion interval (data logging interval) and duration to be used as an input to further RAN2 work.
Proposal 11	Studies on UE side data collection can be considered for the one sided (UE side) CSI prediction sub use case, if this sub use case is agreed to be supported.
Proposal 12	Prioritize the study of training methods that allow for training of a single decoder capable of handling multiple encoders.
Proposal 13	For the two-sided CSI compression use case, study the feasibility to handle site-specific models by updating the decoder only.
Proposal 14	Study specification impacts of the following variables: signalling and format of target CSI:   from UE to NW, encoder model format and transfer from NW to UE or decoder model transfer from UE to NW, signalling and format of  (gradients backward propagation) from NW to UE and signalling and format of  (forward propagation/latent space) from NW to UE and UE to NW respectively.
Proposal 15	Study model monitoring of two-sided models using intermediate KPIs, based on that the UE occasionally reports the input/target connected to a CSI report.

In addition, we have the following observations:
Observation 1	3GPP RAN1 should study the impact on 3GPP specifications for introducing AI/ML for PHY and not spend any time units on non-3GPP based solutions.
Observation 2	If the pre-processing contains removal of raw channel subspace (by the UE), then information about the remaining subspace needs to be conveyed to the network side along with the encoder output bits.
Observation 3	Given the potential complexity arising from unmatched quantization, proponents of non-standardized quantization need to motivate the benefits to why the quantization should not be standardized.
Observation 4	Fast switching between, or parallel use of multiple models in a node may only happen on the NW side, i.e. for the decoder, while the UE side model switching due to change of network (and thus potential network vendor as in roaming) happens rarely
Observation 5	It is more efficient to perform two-sided model monitoring at the NW-side than at the UE-side.
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