3GPP TSG RAN WG1 Meeting #111	R1-2210840
Toulouse, France, November 14 – 18, 2022
Agenda Item:	9.2.1
Source:	FUTUREWEI
Title:	Continued discussion on common AI/ML characteristics and operations
Document for:	Discussion 

[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1 meeting #110bis-e, some agreements have been reached on the general aspects of AI/ML. The following agreements and conclusions were extracted from the Chair’s note [1].

[bookmark: _Ref129681832]Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.


Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.

In this contribution, we continue the discussions of the topics and present our views on the following topics.
· General Framework
· Life Cycle Management
· Potential Specification Impact
[bookmark: _Hlk110330641]General framework
[bookmark: _Hlk118016053][bookmark: _Hlk118016153]In meeting 110bis-e, multiple topics related to functional framework were postponed and the group decided to address them only after LCM has made enough progress (see FL proposals 3-4, 3-5, and 3-6 in [2]). The decision was made based on the finding that the functional framework may depend on the types of models and the collaboration levels. 
· For example, one-sided model (NW-side model and UE-side model) vs two-sided model may have different functional frameworks.
· As another example, the difference in collaboration levels, say level y or level z, may also have an impact on the functional frameworks.
This is obviously a bottom-up approach and it also hinted that the functional frameworks may be different for different model types and collaboration levels. This approach, however, is prone to any changes, e.g., new use cases or enhancements, e.g., enhanced protocol to support new use cases, that future releases may introduce.
In our view, a unified functional framework that captures  high-level and logical functional blocks which do not need to exactly bind with the physical entities should be the right approach to adopt as one function can be realized at various physical entities or vice versa depending on vendor implementation. From this point of view, we don’t need to wait until LCM has made enough progress; we just need to know what functions we need and express them in the functional framework. Based on this understanding, we have the following proposal.
Proposal 1: Take the function framework in TR 38.817 (RAN3 Functional Framework) as the starting point and refine it based on RAN1 needs. It can be continuously refined based on RAN1 progress.

Life Cycle Management

Data Collection
In meeting 110bis-e, studying data collection from two directions has been proposed (see FL proposals 3-12a in [2]).
One direction is that the network side collects data and assistance information from the UE side; while the other direction is that UE side collects data and assistance information from the network side. For either direction, the data and assistance information are transmitted over the air interface.
To enable the collection of data and assistance information, the two sides of the communications need to inform the other side of its capabilities. For example, if the UE side is to collect data from the network side, the following aspects need to be considered
1) How to indicate the UE capabilities to the network side, in a way that is consistent with its AI/ML feasibility and capability? 
2) How to reduce the size of data needs to be transmitted over the air interface?
[bookmark: _Hlk118403706]For question 1), the UE capabilities can be its storage capacity, computational power, etc. How to represent the UE capability in the AI/ML understandable way is the topic to be addressed. One way to indicate this to the network side may be to categorize them into a few groups. For example, for Category x, the storage space is between m and n MB, and the computation power is between i and j FLOPs.
For question 2), some approaches can be used to, for example, quantize or compress the data to be transmitted. In some case, the other side needs to know necessary information of the compression if the other side needs to recover the original data.
Note these considerations also apply to the direction of the network side collecting data from the UE side. But due to the limited formfactors, computational power and power consumption (UE are battery-powered), the concerns are more on the UE side.
Proposal 2: When studying data collection from two directions, study the method of indicating the capabilities of one side to the other side, in a way that reflect its AI/ML capabilities. In addition, study the mechanisms of reducing the size of data needs to be transmitted over the air interface in order to balance the performance and the overhead.

Two-sided model training
In meeting 110bis-e, the discussions on different types of two-sided model training have not reached agreement. Based on the collaborations between the two sides involved in the training, there are three different types.
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. 
· Type 2: Joint training of the two-sided model at network side and UE side, respectively. 
· Type 3: Separate training at network side and UE side, where the UE-side part and the network-side part are trained by UE side and network side, respectively.
With Type 1, the two-sided model is trained with some agreed-upon/identified dataset, then one of the two models is delivered to the other side for inference. In our view, it is less complicated than the other two types as it involves fewer information exchanges even though the size may be big, depending on the model design. The drawback of this approach is that model details are not protected from one side to the other side.
With Type 2, the two sides need to be trained using the same dataset as they need to share the forward propagation and backward propagation information along with gradient information during the entire training process. Type 2 is the most complicated one considering signaling and dataset/model delivery between the two sides. Depending on the complexity of the models and the design of the training procedure, this could mean lots of overhead. The benefit could be that one side does not need to share the proprietary model information to the other side but only the intermediate training information. 
With Type 3, each side trains its own model in a sequential way. The models are still trained with the same datasets; one side trains it first then transmits the dataset and interim results together with other assistance information, if any, to the other side for training. The benefit is one side does not need to know the model of the other side; for example, the NW can just share the training data with different UEs for training. The expectation is, by so doing, the NW can adapt to different UEs with the training using the same dataset. However, since potentially there may be large amount of vendors and UE capability combinations (assuming different UE capabilities may need different AI/ML model architectures), we are not sure whether this approach will work well in a large scale.
As we can see from the analysis above, each type of training has its pros and cons and implies different level of overhead and spec impact. 
Proposal 3: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts.

In meeting 110bis-e, the following proposal didn’t reach consensus (FL proposal 3-23 in [2]).
· Training of two-sided models may be performed in the network or at proprietary server(s).
· UE-side part of the two-sided model trained in the network may be delivered to UEs.
· NW-side and UE-side parts of the two-sided model trained at proprietary server(s) may be delivered to the network and UEs, respectively.
Companies have different opinions on many aspects. For example,
· Whether this is to preclude other types of two-sided training.
· Whether training at the proprietary server should be the default solution.
· Whether this topic should be discussed in CSI related use cases (e.g., 9.2.2.2)
Our view is that this is just one specific case of Type 1 of the three two-sided training types so it should not preclude other two-sided training types. Even if training at proprietary server(s) is desirable for some situations, we should not assume this is the ONLY type to be supported.  In addition, we believe that the training of two-sided models to be performed in the network should be the baseline/default solution from use case study perspective. It is therefore important that the network provides the capability of doing the two-sided training.
Proposal 4: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution and the perform-at-proprietary-server the optional solution.

Model registration
In meeting 110bis-e, comprehensive list of topics have been proposed for model registration discussion (see FL recommendation 3-26c in [2]).
· FL encourages companies to bring their views on the following aspects for discussion of model registration in the next RAN1 meeting. 
· What is the mechanism by which the network becomes aware of the existence of a new AI/ML model?
· What is the mechanism by which the UE becomes aware of the existence of a new AI/ML model?
· What is the mechanism, when required, by which the network and the UE refer to the same AI/ML model unambiguously during AI/ML collaboration and LCM?
· What is the mechanism by which the network knows whether the UE has a given AI/ML model and/or if the UE is capable of running inference with a given AI/ML model or functionality?
· What is the model registration for and what additional role may the model registration play in LCM, what is the relationship with UE capability report?
· In what scenarios may the model registration be needed, and what will be scenario specific considerations? Below are some guiding examples of scenarios to consider for discussion:
· Network-side models, UE-side models, two-sided models
· Collaboration levels y, level z
· Proprietary model format, standardized model description format
· Other scenarios are not precluded
· What information regarding the description of the model may need to be provided during model registration? Below are some guiding examples for discussion:
· Model functionality
· Vendor identification
· Model applicability scenarios, configurations, and/or regions
· Information on pairing between UE-side part and network-side part of two-sided models
· Information on model input
· Information on model output
· Information on assistance information
· Other information regarding model description that can help LCM
· Other aspects are not precluded.
· Specification impact of the above discussions, if any
· Considering the above, what should be the terminology definition of model registration?
Note: Some of the above discussions may have no specification impact. This proposal is intended for companies to bring discussion so that discussion can progress in the next meeting.
We think at this stage we should start at higher level before diving into the details as it will take us quite some time to figure out all the details. We therefore propose to study model registration from the following aspects.
Proposal 5: Study model registration from the following aspects as starting points
· Definition of model registration
· Need for model registration (i.e., in what circumstances we need a model to be registered?)
· Process of model registration
· Features/attributes a model needs to register with the network
· Different roles model registration plays in different LCM stages (e.g., model training, inference, update, switching, and monitoring)
· Signalling needed to support model registration
· Mechanism needed to communicate the registered models to corresponding UEs
· Standard impacts related to model registration
Regarding the functions of model registration, we propose that
Proposal 6: Model registration provides at least the following two functions.
1) To allow the network and a UE to unambiguously identify an AI/ML model for enabling the communications between them.
2) To inform the network what AI/ML models are available at the UE to perform a specific task.
FFS: whether anything beyond the existing UE capability and RRC signaling framework is necessary.

Regarding the information of the model may need to be provided during model registration, we propose that
[bookmark: _Hlk118582010]Proposal 7: The description of the model needs to include the requirements for running the AI/ML model, at least the requirements for space and computational complexity, during the model registration.

In meeting 110bis-e, the FL asked the question whether model registration is only applicable to UE-side models and two-sided models but not to network-side models (Question 3-29). The feedbacks from companies are quite diverse, with more companies don’t agree with the statement and a few companies believe NW-side models do not need to be registered with the UE.
We believe depending on the function of model registration, it could be useful even if the UE side does not need to know the existence of the model (e.g., in the case of NW-side model). Assuming models are registered by model IDs, then these IDs can be used for many operations/purposes. For example, model selection, activation/deactivation etc. Although some expressed that models do not need to be represented by their IDs (e.g., can be represented by their functions), we still think that an ID is the best way to represent a model. Therefore, we can use Model-ID at least as one of the options and the group need to come up with an agreed-upon definition of Model-ID.
[bookmark: _Hlk118129606]Observation 1: Model registration is applicable to all types of models, one-sided model (including both UE side and network side) and two-sided model.
Proposal 8: When discussing model registration, take the Model-ID based approach as one of the options. FFS: the definition of Model-ID.

Model Deployment
In meeting 110bis-e, the group tried to define a working assumption of the terminology of model deployment. Three options have been proposed and discussed.
· Option 1: Process of converting an AI/ML model into an executable form and delivering it to a target device where inference is to be performed
· Note: The conversion may happen before or after delivery.
· Option 2: Process of converting an AI/ML model into an executable form for inference at a target device.
· Note: The model deployment may happen either before or after model delivery.
· Option 3: A process to deliver a trained, validated, and tested AI/ML model to a target device where inference is to be performed.
Among the three options, most companies prefer Option 3. However, some companies argued that this definition is very close to the definition of “Model Delivery”. To ease the concern, some proposed to add a sentence “A deployed model is ready for inference at the target device” to differentiate model deployment from model delivery. We propose the following working assumption for the term model deployment.
Proposal 9: Model Development: A process to deliver a trained, validated, and tested AI/ML model to a target device in the field where inference is to be performed by the model.

UE capability
In meeting 110bis-e, many companies proposed items to be studied for UE capability. In the FL’s summary in [1], there are three proposals related to UE capability, as listed below. 
Proposal 3-57: Study framework for defining and reporting UE capability for model inference.
Proposal 3-58: Study whether and how the following LCM-related procedures should be captured into UE capability.
· Data collection, pre-/post-processing
· Dataset delivery
· Model training
· Model switching
· Model monitoring
· Model update
Proposal 3-59: Study UE capability for concurrency of multiple AI/ML model inferences and concurrency of AI/ML model and non-AI/ML algorithm, including mechanisms for UE to report compute resource status and latency.
If we look into the capabilities companies proposed, we can see these capabilities belong to two categories. The first category relates to the physical/hard aspects of a UE, for example, size of the storage space and computational power. The second category relates to the functional/soft aspects of the UE (i.e., what functions can a UE perform), for example, data collection, model training etc. 
For physical capabilities, we can use the same/similar criteria as the agreed-upon measurement of complexity of an AI/ML model. For example, 
· Computational power: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Storage space
· Training/inference latency
Note status of some of the resources will vary over time as the situation changes. For example, the storage space will expand or shrink based on the usage.
For functional capabilities, a UE simply checks whatever functions it can perform, such as, data collection, model training/inference etc. 
Proposal 10: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 11: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities, including pre- and post-processing. 
Potential Specification Impact Assessment
Interoperability and testability aspects
In meeting 110bis-e, the interoperability and testability aspects of AI/ML models have been discussed and summarized as below (see FL recommendation 3-73c).
· Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.
We believe interoperability is a requirement by default, in particular, when we talk about two-sided models. Although some companies claimed that two-sided models have no interoperability issues, we think it is necessary to capture it with more realistic assumptions. That is, what are the assumptions for the AI/ML based approach? For example, when discussing model switching, how many models do we assume the network side and UE side may have? 
Proposal 12: Study common assumptions and topics for the discussion of interoperability.
Note: this may be use case dependent. 
[bookmark: _Hlk99709641]Conclusions
In this contribution, we continue to present our views on general framework, life cycle management and potential specification impact. Based on the discussions in the previous sections, our proposals are as follows.  
Proposal 1: Take the function framework in TR 38.817 (RAN3 Functional Framework) as the starting point and refine it based on RAN1 needs. It can be continuously refined based on RAN1 progress.
Proposal 2: When studying data collection from two directions, study the method of indicating the capabilities of one side to the other side, in a way that reflect its AI/ML capabilities. In addition, study the mechanisms of reducing the size of data needs to be transmitted over the air interface in order to balance the performance and the overhead.
Proposal 3: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts.
Proposal 4: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution and the perform-at-proprietary-server the optional solution.
Proposal 5: Study model registration from the following aspects as starting points
· Definition of model registration
· Need for model registration (i.e., in what circumstances we need a model to be registered?)
· Process of model registration
· Features/attributes a model needs to register with the network
· Different roles model registration plays in different LCM stages (e.g., model training, inference, update, switching, and monitoring)
· Signalling needed to support model registration
· Mechanism needed to communicate the registered models to corresponding UEs
· Standard impacts related to model registration
Proposal 6: Model registration provides at least the following two functions.
1) To allow the network and a UE to unambiguously identify an AI/ML model for enabling the communications between them.
2) To inform the network what AI/ML models are available at the UE to perform a specific task.
FFS: whether anything beyond the existing UE capability and RRC signaling framework is necessary.
Proposal 7: The description of the model needs to include the requirements for running the AI/ML model, at least the requirements for space and computational complexity, during the model registration.
Observation 1: Model registration is applicable to all types of models, one-sided model (including both UE side and network side) and two-sided model.
Proposal 8: When discussing model registration, take the Model-ID based approach as one of the options. FFS: the definition of Model-ID.
Proposal 9: Model Development: A process to deliver a trained, validated, and tested AI/ML model to a target device in the field where inference is to be performed by the model.
Proposal 10: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 11: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities, including pre- and post-processing. 
Proposal 12: Study common assumptions and topics for the discussion of interoperability.
Note: this may be use case dependent. 
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