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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of the evaluation on use cases as following.
For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

In this contribution, the AI/ML-based CSI feedback enhancement on overhead reduction and accuracy improvement are discussed.
2. Discussion on the evaluation on AI/ML for CSI feedback enhancements
2. Sub use-case description
[bookmark: _Hlk101767974]At the RAN1#109-e meeting, the following agreements related to CSI compression with two-sided models were made [2] [3]. 
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side. 

Fig. 1 illustrates the framework of spatial-frequency domain CSI compression using two-sided AI models. As shown in Fig. 1, UE is equipped with an AI/ML encoder to compress CSI into encoded bits, while the corresponding AI/ML decoder is deployed on gNB to reconstruct CSI from encoded bits. In CSI compression with two-sided models, UE calculates downlink CSI, such as channel matrix or precoding matrix, and feeds the CSI into the encoder for compression. After the AI/ML encoder extracts essential features and outputs the encoded bits, UE reports the encoded bits to gNB where CSI can be reconstructed from encoded bits with the AI/ML decoder.
[image: ]
Figure 1. The framework of auto-encoders of CSI feedback.
[bookmark: _Hlk100765066]With this AI/ML-based CSI compression, accuracy improvements under a certain overhead of CSI reports and/or overhead reduction for CSI reports achieving a certain performance can be expected. In the subsequent sections, we discuss the evaluation methodology and simulation results of this sub use-case. 
2. Evaluation methodology
The initial list of common KPIs for evaluating the benefits of AI/ML model has been agreed at the RAN1#110 meeting as follows [4]. In this section, we will show our view and assumption on the performance and the training overhead.
Agreement 
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

2.2.1	Intermediate performance
At the RAN1#110 meeting, there were discussions on the following issue [4]:
· In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if ideal DL channel estimation is optionally considered, regarding dataset construction and performance evaluation/inference, whether the ideal channel estimation and/or realistic channel estimation is assumed.
By taking all the practical and feasible combinations of dataset construction from ideal channel estimation and/or realistic channel estimation together, we could have totally 5 alternatives as listed in Table 1. Alt.1 is a reference performance without any channel estimation error introduced. Obviously, Alt.2 and Alt.4 introduce the performance decline since there is inconsistency in training dataset and inference dataset, in other words, in the label and the target value. Alt.3 seems to be a reasonable alternative, where the model outputs from realistic CSI and the inference results are evaluated with ideal CSI. However, AI/ML model might be able to compensate the channel estimation error between ideal and realistic channel estimation when the input is from realistic channel estimation and label is from ideal channel estimation. Since whether the ideal CSI could be available in the actual deployment is questionable, this channel estimation error should not be included until concluding that dataset collection of ideal CSI is feasible. Therefore, in order to avoid over-estimating the capability of AI/ML model to compensate the error, the assumption in Alt.3, i.e. input from real CSI and output from ideal CSI should not be applied. 
Table 1. Alternatives of dataset construction from ideal channel estimation and/or realistic channel estimation
	
	Training
	Inference

	
	Input
	Label
	Input
	Target

	Alt.1
	Ideal CSI
	Ideal CSI
	Ideal CSI
	Ideal CSI

	Alt.2
	Ideal CSI
	Ideal CSI
	Real CSI
	Ideal CSI

	Alt.3
	Real CSI
	Ideal CSI
	Real CSI
	Ideal CSI

	Alt.4
	Real CSI
	Real CSI
	Real CSI
	Ideal CSI

	Alt.5
	Real CSI
	Real CSI
	Real CSI
	Real CSI


Related to the above issue, there were also discussions on the following issue:
· In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, whether the target CSI is from ideal channel estimation or realistic channel estimation.
Different from eventual performance, as the intermediate KPI, when SGCS is calculated, ordering issue may happen when the input and target CSI in model inference are different. This ordering issue results underestimating the performance of Alt.2-Alt.4. Therefore, in order to avoid the performance underestimation of AI/ML models, the assumption that target CSI is different from the trained output should not be applied. Based on the ordering issue and channel estimation error compensation, we prefer to consider the Alt.1 if the ideal channel estimation is applied and Alt.5 if the realistic channel estimation is applied.
Proposal 1: Consider the following dataset for the evaluation:
· Alt.1 if ideal channel estimation is applied for the input calculation in model inference.
· Alt.5 if realistic channel estimation is applied for the input calculation in model inference.
Proposal 2: Take target CSI as CSI which AI model is trained to output (Label in training dataset)
· Ordering issue can be avoided in SGCS calculation
2.2.2	Eventual performance
At the RAN1#110 meeting, the following agreements were made regarding the evaluation methodology and KPI for the eventual performance of AI/ML based CSI feedback on top of the general EVM agreed at the RAN1#109-e meeting [2][4]:
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.
Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc.

In this contribution, we will provide the simulation results based on the agreed evaluation methodology and KPI, by comparing the SLS performance of AI/ML-based CSI feedback with the Rel-16 Type II codebook based CSI feedback. By observing the results from previous contributions regarding the performance comparison with intermediate KPI [5], it is concluded that the AI/ML-based method will provide higher performance gain when the payload size is small or high-rank transmission is assumed. Therefore, in order to show the eventual benefit of AI/ML model clearly, we assume small payload size in the simulation for eventual KPI, i.e. 49bits for Rank 1 transmission and 87bits for Rank 2 transmission, corresponding to paramCombination=1 and paramCombination =2 for Rel-16 Type II configuration. In addition, 2-bit uniform (scalar) quantization/dequantization method is used in the encoder/decoder of AI/ML model for simplicity. The detailed simulation parameters are listed in Table 2.
Table 2. Simulation parameters
	Parameter
	Value

	Duplex, Waveform
	FDD/TDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	4GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	44dBm for 20MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC Max code-block size = 8448 bits

	Numerology
	30KHz, 14 OFDM symbol slot

	Simulation bandwidth
	20MHz(48RB,12subbands)

	Frame structure
	Slot format 0 for all slots

	MIMO scheme
	SU/MU with rank 1 and rank 2, respectively
Maximum 8 MU layers

	CSI feedback
	CSI feedback periodicity:  5 ms,
Scheduling delay:  4 ms

	Overhead
	2-symbol

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes 

	RU
	20%/50%/70%

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation 
	Ideal for CSI acquisition
Realistic for demodulation

	KPI
	5% UPT, Average UPT, CDF of UPT

	Baseline
	Rel-16 Type II codebook

	(De-)quantization method
	2-bit uniform

	Payload for CSI
	49bits for Rank 1, 87bits for Rank 2


2.2.3	Generalization performance
At the RAN1#110 meeting, following agreements were made for evaluating the generalization performance [4]:
Agreement 
· The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.
Agreement 
· For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification

In this contribution, we assume the following three scenarios/configurations:
· Scenario/configuration A: UMa@4GHz
· Scenario/configuration B: Umi@4GHz
· Scenario/configuration C: UMa@2GHz
On top of them, the following cases are considered for verifying the generalization performance in Table 3. In order to show the performance of AI/ML models clearly, we selected the simulation parameters where AI-based approach has obvious gain over baseline, i.e. Rank 2 transmission with 87bits payload size of CSI feedback.
Table 3. Simulation cases for generalization performance
	
	Training dataset
	Testing/inference dataset

	Case 1 &
Case 2
	A
	A
	B
	C

	
	B
	A
	B
	C

	
	C
	A
	B
	C

	Case 3
	A:B=25:75
	A
	B
	--

	
	A:B=50:50
	A
	B
	--

	
	A:B=75:25
	A
	B
	--

	
	A:C=25:75
	A
	--
	C

	
	A:C=50:50
	A
	--
	C

	
	A:C=75:25
	A
	--
	C


2.2.4	Training overhead
According to the agreement at the RAN1#110 meeting, there are three types of training methods for the two-side model as follows [4]:
Agreement 
· In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded

These training procedures require different contents to be transmitted between UE and NW. In Table 4, the required signalling for each training procedure is summarized. 
Table 4. Training overhead metrics
	Types of Training Procedure
	Overhead

	Type 1: Joint training w/ model delivery
	Bytes of model

	
	Number of parameters

	Type 2: Joint training over UE and NW
	Bytes of gradients for FP

	
	Bytes of gradients for BP

	
	Bytes of ground truth data

	Type 3: Separate training
	Bytes of dataset

	
	Bytes of encoder

	
	Bytes of decoder


2. Performance evaluation results
2.3.1	Eventual performance
The simulation results of the UPT performance for AI/ML model and Rel-16 Type II codebook in Rank 1 transmission with 49bits payload size are shown in Table 5 and Figure 1. It is observed that the 5~17% performance gain and 18~30% performance gain could be achieved for 5%-ile UPT and average UPT respectively. The higher performance could be obtained in the higher traffic load, since there is more possibility for the scheduler to match the UEs for MU transmission which can be achieved by the finer CSI feedback. In addition, the cell edge UE could benefit more from AI/ML model since the reduction of inter-UE interference affects the SINR more compared to cell center UE. 
Table 5. 5% and average UPT performance with different traffic loads in Rank 1
	UPT(Mbps)
	Rank 1(49 bits)

	
	RU = 20%
	RU = 50%
	RU = 70%

	
	5%
	Ave.
	5%
	Ave.
	5%
	Ave.

	Rel-16 Type II
	15.4
	33.1
	8.6
	24.2
	4.6
	16.6

	AI codebook
	18.2
	34.8
	10.9
	26.5
	6
	19.4

	Gain
	18%
	5%
	27%
	10%
	30%
	17%



	RU = 20%
	RU = 50%
	RU = 70%
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Figure 1. CDF of UPT performance with different traffic loads in Rank 1
Also, the performance in Rank 2 is also provided in the Table 6 and Figure 2. Similar tendency to Rank 1 could be observed, while the absolute value of the performance gain is much higher, i.e. 44~85% performance gain and 27~63% performance gain could be achieved for 5%-ile UPT and average UPT respectively. The tendency is consistent with the intermediate performance in our previous contribution [5].
Table 6. The UPT performance with different traffic loads in Rank 2
	UPT(Mbps)
	Rank 2(87 bits)

	
	RU = 20%
	RU = 50%
	RU = 70%

	
	5%
	Ave.
	5%
	Ave.
	5%
	Ave.

	Rel-16 Type II
	9.9
	35.7
	6.3
	24.8
	3.9
	17.3

	AI codebook
	14.3
	45.3
	10.3
	35.4
	7.2
	28.2

	Gain
	44%
	27%
	63%
	43%
	85%
	63%



	RU = 20%
	RU = 50%
	RU = 70%
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Figure 1. CDF of UPT performance with different traffic loads in Rank 2
Observation 1: AI-based CSI feedback could obviously improve the eventual performance over Rel-16 Type II codebook:
· Rank 1: 5~17% gain for 5%-ile UPT, 18~30% gain for average UPT
· Rank 2: 44~85% gain for 5%-ile UPT, 27~63% gain for average UPT
2.3.2	Generalization performance
In Table 7, we summarize the generalization performance of the tested scenarios/configurations with different case for verification. Compared to Case 1, which could be considered as the reference performance, obviously Case 2 and Case 3 do not suffer large determinations from changing the AI/ML model to the one trained in/with the other scenarios/configurations although they are indeed inferior to Case 1.
Table 7. Generalization performance
	Testing/inference dataset
Methods
	A
	B
	C

	Rel-16 Type II(Rank 2(87bits))
	0.40
	0.40
	0.37

	AI model with training dataset
(Rank 2(87bits))

	Case 1 &
Case 2
	A
	Case 1: 0.52
	Case 2: 0.51
	Case 2: 0.50

	
	
	B
	Case 2: 0.50
	Case 1: 0.53
	Case 2: 0.49

	
	
	C
	Case 2: 0.53
	Case 2: 0.51
	Case 1: 0.52

	
	Case 3
	A:B=25:75
	0.52
	0.53
	--

	
	
	A:B=50:50
	0.52
	0.52
	--

	
	
	A:B=75:25
	0.52
	0.52
	--

	
	
	A:C=25:75
	0.52
	--
	0.52

	
	
	A:C=50:50
	0.52
	--
	0.52

	
	
	A:C=75:25
	0.53
	--
	0.53


Observation 2: Generalization performance of AI/ML model under the tested scenarios/configurations (various deployment scenarios and various carrier frequencies) is good.
2.3.3	Training overhead and complexity
In this sub-section, the training overhead and complexity of the different types of training procedures are provided in Table 8. It is obvious that Type 1 is the simplest one in terms of the overhead, and we propose to assume it as the baseline procedure of the two-side AI/ML model for CSI feedback enhancement.
Table 8. Training overhead and complexity
	Types of Training Procedure
	Overhead
	Value

	Type 1: Joint training w/ model delivery
	Bytes of model
	14.39M

	
	Number of parameters
	3739K

	Type 2: Joint training over UE and NW
	Bytes of gradients for FP
	~500K/Loop

	
	Bytes of gradients for BP
	~500K/Loop

	
	Bytes of ground truth data
	~13K/Item, 600K Items

	Type 3: Separate training
	Bytes of dataset
	~13K/Item, 600K Items

	
	Bytes of encoder
	7.19M

	
	Bytes of decoder
	7.2M

	Complexity
	Value

	FLOPs
	Encoder
	44083K

	
	Decoder
	44089K



Observation 3: Type 1 training procedure requires much less overhead than the others.
Proposal 3: Type 1 training procedure should be considered as the baseline considering the training overhead.
3. Conclusion
In this contribution, we discussed evaluation on AI/ML for CSI feedback enhancement. Based on the discussion we made the following observations and proposals.
Observation 1: AI-based CSI feedback could obviously improve the eventual performance over Rel-16 Type II codebook:
· Rank 1: 5~17% gain for 5%-ile UPT, 18~30% gain for average UPT
· Rank 2: 44~85% gain for 5%-ile UPT, 27~63% gain for average UPT
Observation 2: Generalization performance of AI/ML model under the tested scenarios/configurations (various deployment scenarios and various carrier frequencies) is good.
Observation 3: Type 1 training procedure requires much less overhead than the others.
Proposal 1: Consider the following dataset for the evaluation:
· Alt.1 if ideal channel estimation is applied for the input calculation in model inference.
· Alt.5 if realistic channel estimation is applied for the input calculation in model inference.
Proposal 2: Take target CSI as CSI which AI model is trained to output (Label in training dataset)
· Ordering issue can be avoided in SGCS calculation
Proposal 3: Type 1 training procedure should be considered as the baseline considering the training overhead.
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