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Introduction
A new Rel-18 Study Item for XR enhancements in NR has been approved in RAN#94. Three main topics are to be studied in RAN1 and RAN2: XR-awareness, XR-specific power saving, and XR-specific capacity improvements.
As clarified in [1] ,the study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 
The objectives of the Study Item are as following: 
· XR-awareness (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.
· XR-specific Power Saving (RAN1, RAN2):
· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:
· C-DRX enhancement.
· PDCCH monitoring enhancement.
· XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements;
In this Tdoc, we discuss XR-specific Capacity improvements. 

XR Traffic modelling
The XR traffic is a quasi-periodic traffic with the period equal to the inverse of the XR frame rate. Hence, if the frame rate is 60 frames per second (fps), the periodicity is 16.67 ms. The XR traffic suffers from jitter due to the delay variations at the codec to encode the video frames. The jitter was statistically modelled in 3GPP RAN1 Rel-17 SI [2] as truncated gaussian distribution with 2ms standard deviation and +/-4 ms range.
The XR packet size is also variable due to the variability in the video frame sizes (I-frames, P-frames, B-frames) and was also statistically modelled in 3GPP RAN1 Rel-17 SI [2] as truncated gaussian distribution with Mean = (average data rate) / (fps for video stream) / 8 [bytes] and  [STD, Max, Min] = [10.5, 150, 50 ] % of the Mean. 
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In the UL direction, the pose/control information is modelled in 3GPP RAN1 Rel-17 SI [2] as periodic (e.g. 4 ms periodicity assumed in RAN1) with fixed packet size (e.g. 100 bytes assumed in RAN1) and with no jitter. 
For UL AR traffic, there was no jitter values modelled in RAN1. The jitter for the UL traffic should be smaller than for the DL traffic and is less critical.
 Single DCI scheduling Multiple PDSCHs/PUSCHs
In 3GPP Rel-17, single DCI scheduling multi-PDSCHs is supported for FR2-2 for the following numerologies: 120 kHz, 480 kHz and 960 kHz. The main motivation to specify this feature in Rel-17 for FR2-2 is to reduce the UE blind decoding complexity for PDCCH in larger numerologies. 
Single DCI scheduling multi-PUSCHs is supported for FR1/FR2 from 3GPP Rel-16. It was specified for Rel-16 NR-U. A restriction in Rel-16 was to have all PUSCHs within consecutive slots. The restriction has been removed in Rel-17. 
Single DCI scheduling multi-PDSCHs or multi-PUSCHs could be used to improve system capacity for XR service. The feature is to be used and enhanced to address the issue of large and varying packet sizes for the XR traffic. XR has very large packet sizes and can reach up to 90 Kbytes. A typical packet needs multiple slots to be transmitted. 
Single DCI scheduling multi-PDSCHs or multi-PUSCHs requires further enhancement to support the XR service. The current mechanism doesn’t allow for fast HARQ-ACK feedback as the HARQ-ACK feedback can be transmitted only after the last PDSCH of the multiple PDSCHs. Also, the scheme lacks flexibility compared to single DCI scheduling single PDSCHs/PUSCHs (e.g. PRB allocation, MCS, …). 
Figure 1 shows an example of the legacy design of single DCI scheduling multiple PDSCHs as specified in Rel-17 for FR2-2. The HARQ-ACK feedback for all the PDSCHs is transmitted k1 slots after the end of the last PDSCH of the group of PDSCHs scheduled by the single DCI. This is fine for traffic with standard latency and reliability requirements. But for the XR traffic, getting the HARQ-ACK feedback as soon as possible is crucial to schedule the retransmissions before the expiry of the small XR and cloud gaming packet delay budget. 
Figure 2 shows an example of single DCI scheduling multiple PDSCHs. PUCCH resources for HARQ-ACK feedbacks are respectively configured for PDSCHs with different or same K1 values that apply to each PDSCH.
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[bookmark: _Ref114758420]Figure 1: Legacy Single DCI scheduling multiple PDSCHs
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[bookmark: _Ref114758437]Figure 2: K1 per PDSCH for the single DCI scheduling multiple PDSCHs


Proposal 1: Extend the support of single DCI scheduling multi-PDSCHs to FR1/FR2. 
Proposal 2: Introduce enhancement to the single DCI scheduling multi-PDSCHs scheduling scheme to address the HARQ-ACK feedback latency. 
 UL CG Enhancement

Configured Grant (CG) is very useful to reduce the latency of the UL transmission compared to DG. The UE can transmit UL data without the need for sending a scheduling request (SR) or the need for receiving an UL grant from the network.
The UL pose/control information arrives periodically (e.g. 4 ms period) with no jitter. The packet size for this traffic is fixed (e.g. 100 bytes packets). CG scheduling is a good option to support the UL pose/control information. Legacy CG type-1 or CG type-2 could be used with no enhancement for this type of traffic.
Proposal 3: CG scheduling to be used for UL pose/control information. 
UL AR video traffic can also benefit from the use of CG to reduce the latency since the UL traffic is quasi-periodic with very small or no jitter compared to the DL traffic. CG can also be used to report potential assistance information and gNB will have the flexibility to continue using CG or switch to DG scheduling.
Proposal 4: CG scheduling to be used for UL AR traffic jointly with DG. 
However, configuring CG resources to cater for the largest packet size is very resource inefficient and can penalize the system capacity. Also, the jitter, although small, can impact the performance of CG. Therefore, configuring multiple PUSCH occasions in a CG period is useful to address the variability in the UL packets sizes.  
The UE has awareness about the UL data and can request increase or decrease of the CG resources. UE can send a request via UCI piggy-backed on PUSCH or via MAC CE for adjustment of the UL allocated PUSCH occasions. The UE can send explicit information about the size of data in the buffer via BSR or can be more explicit by signalling the number and the sizes of the PDU sets waiting to be transmitted together with information about their priority level or their remaining delay budget. gNB can use this information to adjust CG resources and to adjust the CG configuration. E.g. for high priority PDU set with small remaining delay budget, the gNB can advance the CG PUSCH occasions, it can also allocate larger resources and reduce MCS to ensure reliability. gNB can also decide to cancel some PUSCH occasions. e.g. for smaller PDU sets or some low priority PDU sets with limited remaining delay budget. The UE can be given the ability to request extra PUSCH occasions or to cancel some occasions.

Proposal 5: Multiple PUSCH occasions in a CG period is useful for UL AR traffic.

Also, current UL AR traffic periodicities are not supported by CG. Hence, current CG periodicities should be enhanced to align with the non-integer XR traffic periodicities. 

Proposal 6: CG periodicities require enhancement to align with UL AR traffic periodicities
 CBG transmission scheme Enhancement
The use of code-block-groups (CBGs) for XR traffic is very beneficial to improve the system efficiency and increase the system capacity. Enhancement to the CBG based transmission can be specified for XR. 
Currently, the maximum number of CBGs per TB is RRC configured (maxCodeBlockGroupsPerTransportBlock) and the specified values are {2, 4, 6, 8}. Figure 3 shows an example of the CBG based transmission where a TB constituted of 4 CBGs as configured in the maxCodeBlockGroupsPerTransportBlock parameter is transmitted. One of the code blocks (CB) in CBG 2 failed the decoding and CBG 2 has to be retransmitted. The UE reports the HARQ-ACK feedback with the number of bits equal to the number of the CBGs and the gNB retransmits the failed CBG instead of the retransmission of the whole TB.  Since XR traffic can have different flows with video traffic (large packets), audio traffic (small packets), pose/control information (small packets), a flexible number of CBGs per TB is needed. Also, it is useful when mixed traffic is used (e.g. XR traffic and eMBB traffic) and also useful to address the variable packet sizes for the XR traffic (large I-slices vs. smaller P-slices). 
The number of CBGs per TB could be L1 signalled for better flexibility as shown in Figure 4. Therefore, a new DCI bit-field could be used to signal the number of CBGs per TB. The CBG transmission scheme could also be enabled/disabled dynamically. For example, the CBG transmission scheme can be enabled per traffic flow (e.g. enabled for video traffic and disabled for audio traffic) or enabled depending on the TB size.

Proposal 7: The number of CBGs per TB could be L1 signalled for better flexibility for the XR traffic.

 Adaptive number of HARQ retransmissions

gNB and UE can have awareness about delay budget and priority of PDUs or PDU sets. gNB can also have awareness about RAN congestion. Therefore, gNB and UE should be able to decide to drop a PDU or a PDU set due to limited delay budget (e.g. PDB close to expiry) or due to congestion (e.g. dropping low priority PDUs or PDU sets).
 gNB and UE should be able to decide to limit the number of HARQ retransmissions to meet the delay budget and limit the congestion. In DL, gNB can signal to the UE that the current transmission will have no retransmissions.  Then, the UE doesn’t need to send a HARQ-ACK feedback and can flush the buffer after the decoding regardless of the decoding result. This will reduce the DL retransmissions and the HARQ-ACK feedback overhead and improves the DL and UL capacity.
 In UL, if it consists of the first transmission, UE can indicate to the gNB that the current transmission will have no retransmissions.  If it consists of a retransmission UE can also indicate that this is the last retransmission. In these cases, gNB doesn’t need to schedule a retransmission. UE can be more explicit and indicate the remaining delay budget for a specific PDU or PDU set and signal this information to the gNB via UCI piggy-backed on PUSCH or via MAC-CE. 

Proposal 8: Adaptive number of HARQ retransmissions could be studied for better system capacity.

Conclusion
In this contribution, we have presented several potential enhancements for the XR service that could be studied and explored further to enable XR service capacity enhancement.
We made the following proposals: 
Proposal 1: Extend the support of single DCI scheduling multi-PDSCHs to FR1/FR2. 
Proposal 2: Introduce enhancement to the single DCI scheduling multi-PDSCHs scheduling scheme to address the HARQ-ACK feedback latency
Proposal 3: CG scheduling to be used for UL pose/control information. 
Proposal 4: CG scheduling to be used for UL AR traffic jointly with DG. 
Proposal 5: Multiple PUSCH occasions in a CG period is useful for UL AR traffic.
Proposal 6: CG periodicities require enhancement to align with UL AR traffic periodicities
Proposal 7: The number of CBGs per TB could be L1 signalled for better flexibility for the XR traffic.
Proposal 8: Adaptive number of HARQ retransmissions could be studied for better system capacity.
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