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Introduction
The first 3GPP study item scope on AI/ML framework for air-interface enhancement is descried in [1].  Three carefully selected use cases are selected with the targets the formulation of a framework to apply AI. The general framework based on the study of the representative use cases will be established. 
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate












In this paper, we focus on high level framework discussion.  
Discussion  
UE/gNB collaboration 
In RAN1 109-e meeting, the following network-UE collaboration levels are agreed. 
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 













Level x-y boundary: 

On level x-y boundary, level x means no network-UE collaboration for AI operations, which is outside of 3GPP scope. This includes implementation-based AI implementation using existing 3GPP signaling and does not require any additional 3GPP specified network-UE AI collaboration. 

Level x can be used for comparison purpose without specification impact. Per use case, if level x solution is identified and agreed during the study, it should be the baseline to evaluate the benefit of standardized UE/gNB collaboration for level y and level z enhancement.  

Proposal 1: Level x-y boundary: Level x is implementation-based AI/ML operation without any collaboration between network and UE. 
· The AI/ML operation may rely on future specification not related to AI/ML collaboration. 
· The AI/ML approaches can be used as baseline for performance evaluation. 

Level y-z boundary:

Current collaboration level with specification impact is mainly defined by whether model transfer is used or not. Since there are confusion about what model transfer means in 3GPP specification context, a more generic term is defined in RAN1 110. 
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
Terminology
Description
AI/ML model delivery
A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.















 

AI model delivery is defined as delivery of an AI/ML model from one entity to another entity. The entities should be different with this definition. 
If this model is trained by one vendor and deployed in their own devices/nodes, no AI model delivery is used in this case. For example, for one sided model where training and inferencing at the same node, no model delivery between UE and network is needed.  
If the UE model is developed by network side or network model is developed by UE side, model delivery between UE and network would be needed. To enable AI model delivery, either user plane solution or control plane solution can be considered. Delivery of AI model using user plane solution can be the simplest way with minimum specification impact. Or the AI model file can be delivered using RRC message, which is part of control signaling for particular use case. Due to the size of AI model, segmentation is needed if RRC message is used.   
When user plane solution is used for model delivery, the main specification impact is to define proper UE capability, to facilitate proper model delivery from one entity to another entity. In addition, the model ID and description should be standardized to facilitate the model delivery in either user plane or control plane solution.   
Proposal 2: Level z include model delivery using either control plane solution or user plane solution.  
Model delivery format 
In RAN1 110 discussion, the model delivery format, as a run-time binary image versus in a model description format have been discussed. 

To compile the model to a run-time binary image, device hardware specific information is needed. It is difficult for one entity to compile the run-time image to another entity in real deployment. Therefore, model delivery using run-time image from one entity to another entity is not feasible in most of the time for level z. 

A model description format contained the trained neural network that is used to make predictions on new data. The trained model is a file containing the layers and wights/bias of the deep neural network. The model is saved in a file depending on the machine learning framework that is used. For example, Keras saves models as .h5 file. ONNX (open neural network exchange format) [5] is an open format built to represent ML models. A summary of model format in [6] copied below for information.
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Due to different model format in current AI industry, it is expected that the model trained by different network vendors or UE vendors can have different formats. Defining AI model format is out of 3GPP RAN scope. One potential solution is that the network is responsible to convert the AI model to the format that UE supports.   

Proposal 3: Reuse existing AI model format. 3GPP does not specify its own model format for model delivery.
AI model identification  
To support two-sided model, or model transfer/delivery using with either user plane solution or control plane solution, it is desirable to a define a 3GPP standardized AI model identification and description. For two-sided model without transfer, i.e., training collaboration type 2 and type 3, a standardized format is also desirable to facilitate the multi-vendor offline training. For model transfer, the model description and model ID can be used to identify the transferred model, its usage, input/output configuration/dimension etc, and can be activated/de-activated through the model ID. 
An example of the format is shown in Fig. 1. The model ID can be defined to support multi-vendor interoperability, use cases etc. The optional meta data can be defined to describe the model file input, pre-processing of the input, output and post-posting of the output, deployment scenarios such as UMa, indoor factory etc. 

[image: ]
Fig. 1 AI model identification and format example
Proposal 4: 3GPP consider define model ID and model description. Model ID may include use case, vendor ID etc. Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   
Life cycle management  
Life cycle management is an important aspect for real-time large-scale AI implementation. A high-level list has been identified for further study in RAN1 110. 
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative. 
Note: More aspects may be added as study progresses. 



























 


When AI model is trained and inferenced at one network node without model exchange, it is beneficial to leave the life cycle management outside of standardization as much as possible. This leaves the full implementation flexibility for model training/deployment/update, model performance monitoring etc.   Which aspect of the LCM need 3GPP specification is use case specific. Here we discuss some high-level principle.

For one-sided model without model transfer, if the training and inferencing is at the NW side, the main specification impact is on data collection where additional UE report might be defined, similar to RAN3 AI/ML discussion. Other aspects of life cycle management, including model training, [registration], deployment, inference, selection, activation/de-activation/switching, performance monitoring, model update, can all up to NW implementation. 

Proposal 5: For one sided model without model transfer, if the training/inferencing is at the NW side, the main specification impact is on additional UE report for data collection. Other aspects of life cycle management can be up to NW implementation.  

For one sided model without model transfer, if the training and inferencing is at the UE side, the life cycle management dependent on different use cases:  
· if inferencing results is feedback to NW for NW action (for example, the UE predict the gNB beam and feedback the recommended gNB beam index for future use), NW can decide to enable/disable AI model.  
· If inferencing output is used by UE, UE determine enable/disable AI model. For example, for CSI prediction, the UE can easily monitor the inferencing accuracy by comparing the inferencing results with new CSI-RS measurement. If the inference performance degradation is large, then the UE can dis-able the AI model and fall back to traditional method. The UE can send UE assisted information to the UW to let the NW know the model is de-activated. 

Proposal 6: For one side model without AI model transfer, when the training and inferencing is at the UE, assisted information for data collection might be enabled per use case. Model training and model deployment are up to UE’s implementation  
· If inferencing results is feedback to NW for NW action, NW can perform performance monitoring, activate/de-activate AI model for inferencing.
· If inferencing results is used by the UE, UE can perform performance monitoring, perform model update, and send activation and de-activation request to NW.   
For two-sided model, or with model transfer, the life cycle management need to be coordinated by the network and UE. Depending on different use case, the AI performance monitoring can be studied per use case, with different metrics, by either UE or the NW.        

Model update is another important aspect that have been discussed. For one-sided model without model transfer, model update is based on proprietary solution. For two-sided model with model transfer, once the training node decides to update the model, either the encoder or decoder can be downloaded, so model update can be supported inherently. For type 2 and type 3, model update will not be an easy effort, since it will require either another engineering events between vendors, or large training data transfer.  

Proposal 7: Further study method of model update for two-sided model. 

Model registration and model configuration have been listed as tentative for further discussion. Once 3GPP specify the model ID and model description, two sided models with or without model delivery can be enabled, where model delivery can use either data plane solution and control plane solution. There is no need to specify model registration and model configuration in standard. 

Proposal 8: Model registration and model configuration need not to be standardized. 

Conclusion
In the paper, we discuss the general framework aspect of AI based air interface enhancement. The proposals are: 
 
Proposal 1: Level x-y boundary: Level x is implementation-based AI/ML operation without any collaboration between network and UE. 
· The AI/ML operation may rely on future specification not related to AI/ML collaboration. 
· The AI/ML approaches can be used as baseline for performance evaluation. 

Proposal 2: Level z include model delivery using either control plane solution or user plane solution.  

Proposal 3: Reuse existing AI model format. 3GPP does not specify its own model format for model delivery.
Proposal 4: 3GPP consider define model ID and model description. Model ID may include use case, vendor ID etc. Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   
Proposal 5: For one sided model without model transfer, if the training/inferencing is at the NW side, the main specification impact is on additional UE report for data collection. Other aspects of life cycle management can be up to NW implementation.  

Proposal 6: For one side model without AI model transfer, when the training and inferencing is at the UE, assisted information for data collection might be enabled per use case. Model training and model deployment are up to UE’s implementation  
· If inferencing results is feedback to NW for NW action, NW can perform performance monitoring, activate/de-activate AI model for inferencing.
· If inferencing results is used by the UE, UE can perform performance monitoring, perform model update, and send activation and de-activation request to NW.   

Proposal 7: Further study method of model update for two-sided model. 

Proposal 8: Model registration and model configuration need not to be standardized. 
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